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Abstract. Within the paper a description of communication model of
plug-in based emuStudio emulation platform is given. The platform men-
tioned above allows the emulation of whole computer systems, config-
urable to the level of its components, represented by the plug-in modules
of the platform. Development tasks still are in progress at the home in-
stitution of the authors. Currently the platform is exploited for teaching
purposes within subjects aimed at machine-oriented languages and com-
puter architectures. Versatility of the platform, given by its plug-in based
architecture is a big advantage, when used as a teaching support tool. The
paper briefly describes the emuStudio platform at its introductory part
and then the mechanisms of inter-module communication are described.

1 Introduction

Emulation is an imitation of internal structure of the system, by which we
simulate its behavior or functionality. An emulator can be implemented in
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a form of software, which emulates computer hardware its architecture and
functionality as well.

Development of a fully-fledged emulator is connected with many areas of
computer science, like a theory of compilers (needed mainly at instructions
decoding in emulated processor), theory of emulation (includes different al-
gorithms of emulation, methods of abstraction of real hardware into its soft-
ware model), programming languages and programming techniques (required
for performance improvements) and obviously detailed knowledge of emulated
hardware.

The goal of our effort connected with the emuStudio was an emulation plat-
form able to emulate different computers, which are similar by their structure.
Such a tool was intended to be a valuable utility supporting the teaching pro-
cess in areas like machine-oriented languages and computer architectures, so
simplicity and configurability were the properties also considered. Thanks to
the universal model of plug-in communication, we were able to create emula-
tors of different computers like a real MITS Altair8800 [7] in two variations,
or an abstract RAM machine [6], and others. More information on this topic
can be found in [8, 4].

Not too much universal emulators are available nowadays. Partial success
with standardizing emulated hardware was achieved within a project M.A.M.E.
[2], which is oriented toward preserving historical games for video game con-
soles. In 2009 a medium scale research project co-financed by the European
Union’s Seventh Framework Programme started with the aim to develop an
Emulation Access Platform (KEEP) [3]. As far as we know, the ability provided
by the emuStudio platform to choose the configuration of emulated system by
the user dynamically is unique.

2 Architectures for emulation

Computer architecture is a system characteristic, which unifies the function
and the structure of its components [5]. Most widely known architectures are
Harvard architecture [9] and Princeton architecture (also known as von Neu-
mann architecture) [1], which is the core of most modern computers.

Versatility of the platform is oriented towards a liberty in choosing the
configuration, rather than architecture of emulated computer. Configuration
choice is given by the selection of components (plug-in modules) and their
connections (a way of communication).

As a basic architecture for emulation, the von Neumann architecture type
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CPU OP. MEMORY

I/O DEVICES

Figure 1: Computer architecture of von Neumann type

was chosen (Figure 1). Communication model (methods, protocol) thus was
adapted for this type of architecture.

The core component of the architecture is a processor (CPU), which ex-
ecutes instructions, communicates with main memory, from which it fetches
instructions to execute. Main memory, except the instructions mentioned, also
stores data. CPU also communicates with peripheral devices. An extension of
the emulator, compared to a basic von Neumann concept is that peripheral
devices are allowed to communicate each other without the interaction of CPU
and also with main memory.

The selection of computer configuration to emulate is left to the user. Re-
quired configuration thus can be composed by picking and connecting available
components by the user. From the configuration composed a platform creates
an instance, when the one is selected at the startup. By this selection, the
virtual architecture arises, ready for emulation.

CPU

INSTRUCTIONS

I/O DEVICES

DATA

Figure 2: Computer architecture of Harvard type
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The fact that the communication model is adapted for configurations of von
Neumann type, does not guarantee any support for creating architectures of
different type, but also it does not exclude it. As an example can serve the
implementation of RAM machine emulator at our platform, which in fact uses
the architecture of Harvard type.

Main difference between the two architectures mentioned is, that computers
with Harvard architecture (Figure 2) use two types of memory first for storing
instructions, second for storing data.

3 The structure of the platform

Basic components of a computer from any of architecture types mentioned
above can be subdivided into three types:

• Processor (CPU),

• Operating memory,

• Input/output peripheral devices.

Particular components of real computers are interconnected by communi-
cation elements, like buses. Except that, components make use a number of
support circuits, performing auxiliary functions.

When abstractions of real computers are considered (what emulators surely
are), such elements usually are omitted, because they are not essential for
proper functionality at given level of abstraction. Although emulation of buses
would take us closer to real computer structure, the communication of compo-
nents emulated would be non-effective (bus as a useless component in between
other components) and can introduce possible difficulties (e.g. when data of
greater size than the bus width are to be transferred). That’s why buses are
not used and components emulated use different way of communication (e.g.
direct call of components’ operations). When identifying, what would be and
what would be not implemented in an emulator, it is necessary to take into
account the emulator properties required. When, for example, the communi-
cation path tracking is required, then emulation of buses and communication
elements is necessary.

The structure of emuStudio platform is depicted in Figure 3. Within the
scheme, the arrow direction has the following meaning: let’s have two objects
O1 and O2 from the scheme. When the arrow points from O1 to O2, (O1 →
O2), then object O1 is allowed to call operations of object O2, but not in the
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Figure 3: The structure of emuStudio platform

opposite direction (O2 only can return the result of an operation). According
to the scheme, four types of plug-in modules exist in the platform:

• Processors (CPU),
• Memories,
• Input/output peripheral devices,
• Compilers.

The emuStudio platform is implemented using the Java programming lan-
guage, so one of advantages is the portability at a machine-code (byte-code)
level. On the other side, Java programs itself are emulated too, by the Java
virtual machine, so the emulator performance is decreased by this choice.
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3.1 Context

As it can be seen in Figure 3, plug-in modules, except the compiler, contain
a special component called context. Lines connecting modules, start from the
edge of the module (e.g. Device2), but point to the context of another module
(CpuContext). It means that plug-in module, which requests another one,
has no full access to this module. It can access the context of this module only.

Reasons for creating a component context are three: safety, functionality
encapsulation and allowing for non-standard functionality of plug-in modules.

Plug-in module within the emuStudio platform is safe, if its functionality
cannot be abused. We mean by this the functionality of module itself (e.g.
unwanted change of internal parameters of the module, defined by the user),
but also the functionality of the platform as a whole (e.g. controlling the
emulation, terminating the application, or unwanted ”dynamic” changes in
virtual configuration).

For that reason the main module is the only one that has an access to all
plug-in operations, and plug-ins consider the main module to be trusted.

Besides, communication model and API (Application programming inter-
face) of plug-ins are open and free, so practically the plug-ins can be designed
by anyone, by what the credibility of plug-in decreases. The safe functionality
therefore should be separated, what has implied to context creation.

On the other hand, it is also not good idea if the plug-ins allow to use a
functionality by another plug-ins that the other side doesn’t need. The trans-
parency fades out and there again arises the risk of improper use of the op-
erations. The encapsulation principle used in Object oriented programming
paradigm therefore claims to hide such operations, what is solved by the use
of the context, too.

It is enough if the context will define only the standard functionality (in
the form of communication operations) for plug-ins of equal types. However a
situation can arise there, wherein this communication standard doesn’t have
to universally cover all the requirements of each concrete plug-in.

The context is therefore an ideal environment, where such non-standard
functionality can be implemented. The fact that the context is realized inside
a plug-in, enables to add operations that are not included in the standard
context, into the plug-in implementation. Plug-ins that use the non-standard
functionality have to know the form of a non-standard context - otherwise
they cannot use the non-standard functionality.
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3.2 Main module

The core of the platform is the main module. It consists of several components:

ArchitectureLoader - the configuration manager. It manages configuration
file (stores and loads defined computer configurations), and creates an in-
stance of virtual configuration (through ArchitectureHandler com-
ponent).

ArchitectureEditor - configuration editor. The user uses this component
to choose and connect components of defined computer architecture.
This selection and connection is realized in a visual way by drawing of
abstract schemas. The component allows creating, editing and deleting
the abstract schemas, and it cooperates with ArchitectureLoader
component.

ArchitectureHandler - the virtual architecture instance manager. It offers
plug-ins instances to other components (other plug-ins) and implements
an interface for storing/loading of plug-ins’ settings.

SourceCodeEditor - the source code editor. It allows creating and editing
the source code for chosen compiler, it supports syntax highlighting,
rows labeling and directly communicates with the compiler (through
ArchitectureHandler component).

EmulationController - the emulation manager. It controls the whole em-
ulation process, and it stands in the middle of the interaction between
virtual architecture and the user.

3.3 Compiler

The compiler plug-in represents a translator of source code into a machine
code for concrete CPU. The structure of compiler’s language is not limited at
all, therefore the language doesn’t have to be an assembler.

The compiler is chosen by the user in the configuration design process of
emulated computer (such as other components are). The logical is a choice
of compiler that compiles the source code into machine code for a processor
chosen.

The output of the compiler should be a file with a machine code and op-
tionally the output is redirected into operating memory, too. It depends on a
concrete compiler, how the output will be realized.
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3.4 CPU

Central processing unit (CPU) is a component of digital computer that in-
terprets instructions of computer program and process data. CPU provides
fundamental computer property of programmability, and it is one of the most
significant components found in computers of each era, together with operating
memory and I/O devices.

CPU plug-in represents a virtual processor. It is a base for whole emulation,
because the control of emulation run in the main module actually means the
control of processor run. The main activity of a CPU is the instruction execu-
tion. These instructions can be emulated by arbitrary emulation technique [8]
(depending on implementation of a concrete plug-in).

The plug-in contains a special component called processor context, opera-
tions of what are specific for concrete CPU (besides the standard operations,
there can be specified more operations by the programmer). Devices that need
to have an access to the CPU get only its context available. Therefore the con-
text for devices represents a ”sandbox” that prohibits interfering with sensible
settings and the control of processor’s run. If such a device has to be connected
with CPU, the context should contain operations that allow device connec-
tions.

3.5 Operating memory

The operating memory (OP) represents a virtual main store (storage space
for data and instructions). Generally an OP consists from cells, where format,
type, size and value of cells are not closely defined. Cells are placed sequentially,
therefore it is possible to determine unique location of any cell in the memory
(the location is called an address).

OP contains a component called memory context that besides the standard
operations (reading from and writing to memory cells) can include specific
operations (e.g. support of segmentation, paging and other techniques), too,
of a concrete plug-in.

Devices (and a compiler) that need to have an access to OP (e.g. devices
that use direct access into memory), get only this memory context. Devices
get the context in a virtual architecture initialization process, and compiler
(when needs to write compiled code directly into memory) when calling the
compile method. Therefore operations in the context have to be safe (from
usability’s point of view) for other plug-ins.
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3.6 Peripheral devices

Peripheral devices are virtual devices that emulate functionality of real devices.
Generally the purpose of the devices is not closely defined, nor standardized,
so plug-ins do not really need represent real devices.

The main idea of device communication is that all information within the
communication process go into the device though its input(s) and go out from
the device as one or more outputs. The devices then can be input, output, or
input/output.

In some detail (that detail is not limited), the devices can work indepen-
dently (and reacts to events of connected plug-ins), eventually interacts with
the user. Devices can communicate with CPU, and/or OP, and/or other de-
vices.

The communication model supports hierarchical device connections (the
devices are therefore enabled to communicate to each other without the CPU
attention/support).

Every device (following the Figure 3) contains one or more components,
called device context. The device context can be extended by a concrete plug-
in with non-standard operations. Other devices that need an access to this
device get one or more contexts of the device (that mechanism ensures that
one device can be connected to more devices). The operations available in the
context have to be safe (from usability’s point of view) for other plug-ins.

4 Communication realization in emuStudio
platform

As could be seen, plug-in contexts solve some concrete problems of communi-
cation module. In this section, communication model will be described in more
detail, and a way how the communication is realized between the main module
and plug-ins. The communication model represents a collection of standard-
ized methods, and by calling of them individual sides will communicate with
each other.

Let’s consider two objects that want to communicate with each other. In the
case when communication sides are independent and separated systems (one
side cannot directly call the other side), it is necessary to design a communica-
tion protocol and realization mechanism of the communication (e.g. medium)
that are somewhat ”bridge above the communication gap” (e.g. network) be-
tween the objects (Figure 4).
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Communication runs 

using communication 

protocol

Object 2Object 1

System1 System2

Figure 4: Communication realization between two independent and separated
objects

The other case arises if the first object can directly access to the second
object. The communication in this case will run directly, i.e. objects will di-
rectly call operations of the other objects. If the objects are separated and
independent, two questions can arise.

At first, how the objects get access to other objects? The solution is to
use another, third system, that will cover both subsystems (where the objects
reside), or if you like will have direct access to both communicating objects,
and the system will provide these objects each to another. Just in that way
the communication in emuStudio platform works (Figure 5).

ArchitectureHandler

Object 1 Object 2

Main module

Plug-in1 Plug-in2

Interface1Interface2

implements

implements

Library

Figure 5: Communication realization in emuStudio platform

The second question is, how can the objects communicate together, that
truly are of the same type, but belong to different systems with different
implementations?
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The solution is to create a standard model of operations that all the ob-
jects of given type will implement and it will be well-known to all objects.
This model has to unify both the syntax and semantics of communication
operations.

The main module represents a system of higher level, covering subsystems
plug-ins. The objects of plug-ins the main module will get in virtual architec-
ture instance creation process.

Communication operations are well-known both by the main module and
by plug-ins. This is ensured by the fact that prototypes of the operations
lies in external library, where the access is granted to both the main module
and plug-ins. The operations are ordered according to the plug-in type into
interfaces (an interface is defined as a structure containing a list of operations
without their implementation). Each plug-in type has its own set of interfaces
that corresponding plug-in has to implement.

4.1 External library structure

Figure 6 shows the structure of the external library, and contains all the pro-
totypes (interfaces) for plug-ins.

Besides the packages and interfaces intended for the plug-ins to use, it con-
tains a class called runtime.StaticDialogs, too. The class contains static
methods that should disburden the plug-ins from common, fundamental and
very often used methods implementation.

4.2 Standard operations – Compiler

Every compiler generally consists of these parts:

• Lexical analyzer,
• Syntactic analyzer (parser) that builds abstract syntactic tree,
• Semantic analyzer that verifies types usage and other semantic informa-

tion,
• Code generator that generates a machine code using abstract syntactic

tree.

Only some of these parts are important for interaction with the main mod-
ule and plug-ins. Lexical and syntactic analyzer need to have the access to
the source code itself. Semantic analyzer can work with knowledge gained
from the phase of syntactic analysis (abstract syntactic tree), it means that
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plugins

runtime

memory device

StaticDialogs

+showErrorMessage(message:String):void

+showMessage(message:String):void

+getModelVersion():int

+getModelMinor():int

IMemory IMemoryContext IDevice IDeviceContext

ISettingsHandler IPlugin IContext

ILexer ICompiler ICPU ICPUContext

IDebugColumnIMessageReporterIToken

compiler cpu

Figure 6: Library structure

semantic analyzer won’t be in direct interaction with main module or other
plug-ins. Therefore it is possible to skip all considerations of assigning it into
a communication model.

Machine code generator can have an access to operating memory, too if the
user asks to redirect the compiler output into operating memory. On the other
hand, the main module needs to have an access to lexical analyzer, in order
to make possible to use syntax highlighting in source code editor. Finally, the
main module needs to call the compile operation itself.
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In Table 1 basic standard operations are described that are important from
the communication point of view.

Operation Description
Compile Source code compiling
GetLexer Gets an lexical analyzer object
GetStartAddress Gets absolute starting address of compiled program.

The address can be later used as starting address for
the program counter after the CPU Reset signal.

Table 1: Standard compiler operations

4.3 Standard CPU operations

Processor, or if you like the CPU, is a core of the architecture. It realizes
the execution of the whole emulation, because its main activity is instruction
execution. It also interacts with peripheral devices and with operating memory.
Communication model does not limit the usage of the emulation technique for
the processor emulation.

The CPU plug-in in the emuStudio platform besides the emulation itself,
it has to co-operate with the user by the interaction using debugger and
status windows (however operations related to the interaction will not be de-
scribed here). In the status window the CPU should show the values of its
registers, flags, actual CPU’s running state and eventually other character-
istics. The plug-in includes complete status window implementation so with
different CPU the content of the status window will change accordingly.

Generally each CPU plug-in consists of following parts:

• The processor emulation implementation,
• Processor context that extends its functionality,
• Instruction disassembler,
• Status window GUI.

The CPU plug-in design demands the programmer to know the hardware
that he is going to implement and to ”answer the questions correctly” when
the interface methods implementation are considered.

The work-flow cycle of each processor plug-in for the emuStudio platform
is shown in Figure 7. As it can be seen from the figure, the processor can
be found in one of four states. The Reset state is that state in which the
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processor re-initializes itself and immediately after finishing that it sets itself
to the Breakpoint state.

For the processor execution only the three states are meaningful:

• Breakpoint - the processor is temporally inactive (paused)
• Running - the processor is running (executing instructions)
• Stopped - the processor is stopped (waits for Reset signal)

RESET

RUNNING

BREAKPOINT

STOPPED

Start

End

End of emulation?

[pause]

[stop]

[run]

[stop]

[yes]

[no]

Figure 7: Processor work-flow cycle

The Table 2 describes basic operations to control the processor execution in
the communication model. These operations tell how the CPU behavior can be
influenced. However all of the operations are not supported in the real CPU’s
world and by contrast there definitely exist some CPU control operations that
are not covered by the communication model. But mostly such operations are
not common for all CPUs; therefore their support is optional within the scope
of CPU context.

4.4 Standard operations - Operating memory

Operating memory (OP) is not a computer component that directly affects
other computer components. It means that the memory is not “demanding”
for services it is not acting like a communication initiator with the CPU, nor
with the other devices (according to von Neumann conception). This fact is
covered by the communication model all connections with the OP are one-
directional, and the OP is always plugged into the device (or into a processor),
and not in the other way. It means that the device (or processor) can use
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Operation Description
Reset Re-initialization. The operation sets the CPU into a state in

which it should be right after CPU launch (Reset in
Figure 7).

Step Emulation step. The CPU executes one instruction and then
returns to the Breakpoint state.

Stop The operation stops running or paused emulation. The CPU
leads itself into a state in which it is not able to execute
instructions anymore, till its reset (Stopped in Figure 7).

Pause Block/pause running emulation. The CPU leads itself to a
state in which it stops to execute instructions, but its state
(register values, flags and other settings) is unchanged after
the last executed instruction (Breakpoint in Figure 7).
From this state the CPU can be launched again.

Execute The operation launches paused/blocked emulation. The CPU
leads itself to a state in which permanently executes instructions
(Running in Figure 7). The stop of the CPU in this state can
be activated by the user, otherwise the CPU stops spontaneously
(e.g. after the execution of halt instruction).

Table 2: Some of the standard CPU operations

services of OP, but the OP cannot use services of the device the OP doesn’t
need to have an access to any plug-in.

The programmers can use the memory context also for the implementation
of methods that allow attaching devices into operating memory. Such type of
connection can be useful, if a device needs to be informed of the OP changed
status (e.g. DMA technology).

Each OP implementation has to include a graphical user interface (GUI)
so each memory should provide a graphical view to its content for a user (the
content is represented by the values of its cells) and eventually to provide
another manipulation with memory (e.g. address or value searching, memory
content export into a file, etc.). Executed processor instructions description
and the graphical view of memory content are basic interaction resources that
the user has a contact with.

Summarizing previous paragraphs there can be named all components that
each OP plug-in must contain:

• Memory context,
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• Implementation of main interface - the memory functionality itself,

• Graphical user interface (GUI).

Basic operations that have to be implemented in each operating memory
are described in table 3.

Operation Description
Read Reading from operating memory - either one or more cells at

once starting from given address.
Write Writing into operating memory - either one or more cells at

once starting from given address.
ShowGUI The operation shows graphical user interface (GUI) of

memory content.

Table 3: Some of the operating memory standard operations

4.5 Standard operations - Peripheral devices

There are known input, output and input-output devices. Their category can
be identified easily according to a way how they are connected with other com-
ponents of the configuration and to the direction of the connection (direction
of data flow).

It is possible to implement virtual devices that communicate with real de-
vices, but also fictive and abstract devices can be implemented. The device
can interact with the user through its own graphical interface (GUI). Not all
devices have to have GUI, but on the other hand there are such devices that
their input and/or output are realized using the user interaction (e.g. termi-
nals, displays). The devices can communicate with CPU, OP and with other
devices, too.

A single device can be connected multiple times with other components.
For this reason the devices can have several contexts, with possible different
implementations. For example a serial card can have several physical ports,
into which it is possible to plug in various devices (into each port can be
plugged a single device, and each port is represented by a single context).

Communication model solves the following problems:

• How to connect devices to each other,

• How to realize input/output.
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The basic idea of interconnection of two devices in the meaning of implemen-
tation is their contexts exchange with each other. All input/output operations
that the devices will use for the communication resides in the context. In such
a way the bidirectional connection is realized. Each device contains an oper-
ation intended for attaching of another device (op. attachDevice), that as a
parameter takes the context of connecting device. This connection operation
does not reside in the context, in order to ensure that the plug-ins couldn’t
change the structure of the virtual architecture. The connection job itself does
the main module that performs the interconnection only in the virtual archi-
tecture creation process.

The input and output operations (in and out) reside in the device context,
because by calling them the communication is performed. Transferred data
type in these operations is not specified in the communication model, but it is
defined by the plug-ins. The java Objects are therefore transferred (they are
returned by the in method and the out method uses it as a parameter).

5 Conclusions

As far as we know, the emuStudio platform is the first attempt of the imple-
mentation of both the universal and interactive emulation platform with the
emulated components realized via plug-ins. In the present time the platform
is used as a teaching support tool for chosen subjects at the Department of
Computers and Informatics, Faculty of Electrical Engineering and Informat-
ics, Technical University of Košice, Slovakia, in its still expanding form for
more than two years.

The versatility and configurability allows creating plug-ins of various lev-
els of quality and purpose - they can be intended for pedagogic or even for
scientific purposes - e.g. the implementation of plug-ins that emulate the real
hardware with the support of measurement of various characteristics, or as
one of the phases of design of new hardware or for its testing, etc.

For ensuring the platform’s versatility it is important to stabilize the require-
ments, to standardize components and mainly to design a way of communica-
tion in the form of communication protocol, language or other mechanism.

The paper describes the mechanism of communication used in the emuStu-
dio platform at the basic level. The communication mechanism still is not in
its final form. Till the present time the 8-bit architectures (MITS Altair8800
and its modification) and two abstract machines (Random Access Machine,
BrainDuck - our own architecture) are implemented only.
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We believe that in the future the platform will be enhanced and the com-
munication model finished and formally verified. There still is a free space for
expanding the platform by adding new emulated computer architectures.
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[5] M. Jeľsina, Architectures of computer systems: principles, structuring or-
ganisation, function (in Slovak), Košice: Elfa, 2002, 2, 567 p. ⇒118
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email: tony@compalg.inf.elte.hu

Balázs Novák
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Abstract. Let ξ be a random integer vector, having uniform distribution

P{ξ = (i1, i2, . . . , in) = 1/nn} for 1 ≤ i1, i2, . . . , in ≤ n.

A realization (i1, i2, . . . , in) of ξ is called good, if its elements are dif-
ferent. We present algorithms Linear, Backward, Forward, Tree,
Garbage, Bucket which decide whether a given realization is good.
We analyse the number of comparisons and running time of these algo-
rithms using simulation gathering data on all possible inputs for small
values of n and generating random inputs for large values of n.

1 Introduction

Let ξ be a random integer vector, having uniform distribution

P{ξ = (i1, i2, . . . , in)} = 1/nn

for 1 ≤ i1, i2, . . . , in ≤ n.
A realization (i1, i2, . . . , in) of ξ is called good, if its elements are different.

We present six algorithms which decide whether a given realization is good.
This problem arises in connection with the design of agricultural [4, 5, 57, 72]

and industrial [34] experiments, with the testing of Latin [1, 9, 22, 23, 27, 32,
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53, 54, 63, 64] and Sudoku [3, 4, 6, 12, 13, 14, 15, 16, 17, 20, 21, 22, 26, 29,
30, 31, 41, 42, 44, 46, 47, 51, 55, 59, 61, 64, 66, 67, 68, 69, 70, 72, 74] squares,
with genetic sequences and arrays [2, 7, 8, 18, 24, 28, 35, 36, 37, 38, 45, 48,
49, 50, 56, 65, 71, 73, 75], with sociology [25], and also with the analysis of the
performance of computers with interleaved memory [11, 33, 39, 40, 41, 43, 52].

Section 2 contains the pseudocodes of the investigated algorithms. In Section
3 the results of the simulation experiments and the basic theoretical results
are presented. Section 4 contains the summary of the paper.

Further simulation results are contained in [62]. The proofs of the lemmas
and theorems can be found in [43].

2 Pseudocodes of the algorithms

This section contains the pseudocodes of the investigated algorithms Linear,
Backward, Forward, Tree, Garbage, and Bucket. The psudocode con-
ventions described in the book [19] written by Cormen, Leiserson and Rivest
are used.

The inputs of the following six algorithms are n (the length of the sequence
s) and s = (s1, s2, . . . , sn), a sequence of nonnegative integers with 1 ≤ si ≤ n
for 0 ≤ i ≤ n) in all cases. The output is always a logical variable g (its value
is True, if the input sequence is good, and False otherwise).

The working variables are usually the cycle variables i and j.

2.1 Definition of algorithm Linear

Linear writes zero into the elements of an n length vector v = (v1, v2,

. . . , vn), then investigates the elements of the realization and if v[si] > 0

(signalising a repetition), then stops, otherwise adds 1 to v[s[i]].

Linear(n, s)

01 g← True
02 for i← 1 to n
03 do v[i]← 0

04 for i← 1 to n
05 do if v[s[i]] > 0
06 then g← False
07 return g
08 else v[s[i]]← v[s[i]] + 1

09 return g
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2.2 Definition of algorithm Backward

Backward compares the second (i2), third (i3), . . . , last (in) element of the
realization s with the previous elements until the first collision or until the
last pair of elements.

Backward(n, s)

01 g← True
02 for i← 2 to n
03 do for j← i− 1 downto 1
04 do if s[i] = s[j]

05 then g← False
06 return g
07 return g

2.3 Definition of algorithm Forward

Forward compares the first (s1), second (s2), . . . , last but one (sn−1) element
of the realization with the following elements until the first collision or until
the last pair of elements.

Forward(n, s)

01 g← True
02 for i← 1 to n− 1

03 do for j← i+ 1 to n
04 do if s[i] = s[j]

05 then g← False
06 return g
07 return g

2.4 Definition of algorithm Tree

Tree builds a random search tree from the elements of the realization and
finishes the construction of the tree if it finds the following element of the
realization in the tree (then the realization is not good) or it tested the last
element too without a collision (then the realization is good).
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Tree(n, s)

01 g← True
02 let s[1] be the root of a tree
03 for i← 2 to n
04 if [s[i] is in the tree
05 then g← False
06 return
07 else insert s[i] in the tree
08 return g

2.5 Definition of algorithm Garbage

This algorithm is similar to Linear, but it works without the setting zeros
into the elements of a vector requiring linear amount of time.

Beside the cycle variable i Garbage uses as working variable also a vector
v = (v1, v2, . . . , vn). Interesting is that v is used without initialisation, that is
its initial values can be arbitrary integer numbers.

The algorithm Garbage was proposed by Gábor Monostori [58].

Garbage(n, s)

01 g← True
02 for i← 1 to n
03 do if v[s[i]] < i and s[v[s[i]]] = s[i]

04 then g← False
05 return g
06 else v[s[i]]← i

07 return g

2.6 Definition of algorithm Bucket

Bucket handles the array Q[1 : m, 1 : m] (where m = d
√
ne and puts the

element si into the rth row of Q, where r = dsi/me and it tests using linear
search whether sj appeared earlier in the corresponding row. The elements of
the vector c = (c1, c2, . . . , cm) are counters, where cj (1 ≤ j ≤ m) shows the
number of elements of the ith row.

For the simplicity we suppose that n is a square.

Bucket(n, s)

01 g← True
02 m← √n
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03 for j← 1 to m
04 do c[j]← 1

05 for i← 1 to n
06 do r← ds[i]/mem
07 for j← 1 to c[r] − 1

08 do if s[i] = Q[r, j]

09 then g← False
10 return g
11 else Q[r, c[r]]← s[i]

12 c[r]← c[r] + 1

13 return g

3 Analysis of the algorithms

3.1 Analysis of algorithm Linear

The first algorithm is Linear. It writes zero into the elements of an n length
vector v = (v1, v2, . . . , vn), then investigates the elements of the realiza-
tion sequentially and if ij = k, then adds 1 to vk and tests whether vk > 0

signalizing a repetition.
In best case Linear executes only two comparisons, but the initialization of

the vector v requires Θ(n) assignments. It is called Linear, since its running
time is Θ(n) in best, worst and so also in expected case.

Theorem 1 The expected number Cexp(n,Linear) = CL of comparisons of
Linear is

CL = 1−
n!

nn
+

n∑
k=1

n!k2

(n− k)!nk+1

=

√
πn

2
+
2

3
+ κ(n) −

n!

nn
,

where

κ(n) =
1

3
−

√
πn

2
+

n∑
k=1

n!k

(n− k)!nk+1

tends monotonically decreasing to zero when n tends to infinity. n!/nn also
tends monotonically decreasing to zero, but their difference δ(n) = κ(n) −

n!/nn is increasing for 1 ≤ n ≤ 8 and is decreasing for n ≥ 8.
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n CL
√
πn/2+ 2/3 n!/nn κ(n) δ(n)

1 1.000000 1.919981 1.000000 0.080019 −0.919981

2 2.000000 2.439121 0.500000 0.060879 −0.439121

3 2.666667 2.837470 0.222222 0.051418 −0.170804

4 3.125000 3.173295 0.093750 0.045455 −0.048295

5 3.472000 3.469162 0.038400 0.041238 +0.002838

6 3.759259 3.736647 0.015432 0.038045 +0.022612

7 4.012019 3.982624 0.006120 0.035515 +0.029395

8 4.242615 4.211574 0.002403 0.033444 +0.031040

9 4.457379 4.426609 0.000937 0.031707 +0.030770

10 4.659853 4.629994 0.000363 0.030222 +0.029859

Table 1: Values of CL,
√
πn/2 + 2/3, n!/nn, κ(n), and δ(n) = κ(n) − n!/nn

for n = 1, 2, . . . , 10

Theorem 2 The expected running time Texp(n,Linear) = TL of Linear is

TL = n+
√
2πn+

7

3
+ 2δ(n),

where

δ(n) = κ(n) −
n!

nn

tends to zero when n tends to infinity, further

δ(n+ 1) > δ(n) for 1 ≤ n ≤ 7 and δ(n+ 1) < δ(n) for n ≥ 8.

Table 1 shows some concrete values connected with algorithm Linear.

3.2 Analysis of algorithm Backward

The second algorithm is Backward. This algorithm is a naive comparison-
based one. Backward compares the second (i2), third (i3), . . . , last (in)

element of the realization with the previous elements until the first repetition
or until the last pair of elements.

The running time of Backward is constant in the best case, but it is
quadratic in the worst case.
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Theorem 3 The expected number Cexp(n,Backward) = CB of comparisons
of the algorithm Backward is

CB = n+

√
πn

8
+
2

3
− α(n),

where α(n) = κ(n)/2+ (n!/nn)((n+ 1)/2) monotonically decreasing tends to
zero when n tends to ∞.

Table 2 shows some concrete values characterizing algorithm Backward.

n CB n−
√
πn/8+ 2/3 (n!/nn)((n+ 1)/2) κ(n) α(n)

1 0.000000 1.040010 1.000000 0.080019 1.040010

2 1.000000 1.780440 0.750000 0.060879 0.780440

3 2.111111 2.581265 0.444444 0.051418 0.470154

4 3.156250 3.413353 0.234375 0.045455 0.257103

5 4.129600 4.265419 0.115200 0.041238 0.135819

6 5.058642 5.131677 0.054012 0.038045 0, 073035

7 5.966451 6.008688 0.024480 0.035515 0.042237

8 6.866676 6.894213 0.010815 0.033444 0.027536

9 7.766159 7.786695 0.004683 0.031707 0.020537

10 8.667896 8.685003 0.001996 0.030222 0.017107

Table 2: Values of CB, n−
√
πn/8+2/3, (n!/nn)((n+1)/2), κ(n), and α(n) =

κ(n)/2+ (n!/nn)((n+ 1)/2) for n = 1, 2, . . . , 10

The next assertion gives the expected running time of algorithm Back-
ward.

Theorem 4 The expected running time Texp(n,Backward) = TB of the al-
gorithm Backward is

TB = n+

√
πn

8
+
4

3
− α(n),

where α(n) = κ(n)/2+ (n!/nn)((n+ 1)/2) monotonically decreasing tends to
zero when n tends to ∞.
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3.3 Analysis of algorithm Forward

Forward compares the first (s1), second (s2), . . . , last but one (sn−1) element
of the realization with the next elements until the first collision or until the
last pair of elements.

Taking into account the number of the necessary comparisons in line 04 of
Forward, we get Cbest(n,Forward) = 1 = Θ(1), and Cworst(n,Forward) =

B(n, 2) = Θ(n2).
The next assertion gives the expected running time.

Theorem 5 The expected running time Texp(n,Forward) = TF of the algo-
rithm Forward is

TF = n+Θ(
√
n). (1)

Although the basic characteristics of Forward and Backward are iden-
tical, as Table 3 shows, there is a small difference in the expected behaviour.

n number of sequences number of good sequences CF CW
2 4 2 1.000000 1.000000

3 27 6 2.111111 2.111111

4 256 24 3.203125 3.156250

5 3 125 120 4.264000 4.126960

6 46 656 720 5.342341 5.058642

7 823 543 5 040 6.326760 5.966451

8 16 777 216 40 320 7.342926 6.866676

9 387 420 489 362 880 8.354165 7.766159

Table 3: Values of n, the number of possible input sequences, number of good
sequences, expected number of comparisons of Forward (CF) and expected
number of comparisons of Backward (CW) for n = 2, 3, . . . , 9

3.4 Analysis of algorithm Tree

Tree builds a random search tree from the elements of the realization and
finishes the construction of the tree if it finds the following element of the
realization in the tree (then the realization is not good) or it tested the last
element too without a collision (then the realization is good).

The worst case running time of Tree appears when the input contains
different elements in increasing or decreasing order. Then the result is Θ(n2).
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The best case is when the first two elements of s are equal, so Cbest(n,Tree) =

1 = Θ(1).
Using the known fact that the expected height of a random search tree is

Θ(lgn) we can get that the order of the expected running time is
√
n logn.

Theorem 6 The expected running time TT of Tree is

TT = Θ(
√
n lgn). (2)

Table 4 shows some results of the simulation experiments (the number of
random input sequences is 100 000 in all cases).

n number of good inputs number of comparisons number of assignments
1 100 000.000000 0.000000 1.000000

2 49 946.000000 1.000000 1.499460

3 22 243.000000 2.038960 1.889900

4 9 396.000000 2.921710 2.219390

5 3 723.000000 3.682710 2.511409

6 1 569.000000 4.352690 2.773160

7 620.000000 4.985280 3.021820

8 251.000000 5.590900 3.252989

9 104 6.148550 3.459510

10 33 6.704350 3.663749

11 17 7.271570 3.860450

12 3 7.779950 4.039530

13 3 8.314370 4.214370

14 0 8.824660 4.384480

15 2 9.302720 4.537880

16 0 9.840690 4.716760

17 0 10.287560 4.853530

18 0 10.719770 4.989370

19 0 11.242740 5.147560

20 0 11.689660 5.279180

Table 4: Values of n, number of good inputs, number of comparisons, number
of assignments of Tree for n = 1, 2, . . . , 10

Using the method of the smallest squares to find the parameters of the
formula a

√
n log2 n we received the following approximation formula for the
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expected number of comparisons:

Cexp(n,Tree) = 1.245754
√
n log2 n− 0.273588.

3.5 Analysis of algorithm Garbage

This algorithm is similar to Linear, but it works without the setting zeros
into the elements of a vector requiring linear amount of time.

Beside the cycle variable i Garbage uses as working variable also a vector
v = (v1, v2, . . . , vn). Interesting is that v is used without initialisation, that is
its initial values can be arbitrary integer numbers.

The worst case running time of Garbage appears when the input con-
tains different elements and the garbage in the memory does not help, but
even in this case Cworst(n,Garbage) = Θ(n). The best case is when the
first element is repeated in the input and the garbage helps to find a repe-
tition of the firs element of the input. Taking into account this case we get
Cbest(n,Garbage) = Θ(1).

According to the next assertion the expected running time is Θ(
√
n).

Lemma 7 The expected running time of Garbage is

Texp(n,Garbage) = Θ(
√
n). (3)

3.6 Analysis of algorithm Bucket

Algorithm Bucket divides the interval [1, n] into m = d
√
ne subintervals

I1, I2, . . . , Im, where Ik = [(k − 1)m + 1, km)], and assigns a bucket Bk to
interval Ik. Bucket sequentially puts the input elements ij into the corre-
sponding bucket: if ij belongs to the interval Ik then it checks whether ij is
contained in Bk or not. Bucket works up to the first repetition. (For the
simplicity we suppose that n = m2.)

In best case Bucket executes only 1 comparison, but the initialization of
the buckets requires Θ(

√
n) assignments, therefore the best running time is

also
√
n. The worst case appears when the input is a permutation. Then each

bucket requires Θ(n) comparisons, so the worst running time is Θ(n
√
n).

Lemma 8 Let bj (j = 1, 2, . . . , m) be a random variable characterising the
number of elements in the bucket Bj at the moment of the first repetition. Then

E{bj} =

√
π

2
− µ(n)
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n E{b1}
√
π/2 1/(3

√
n) κ(n)/

√
n µ(n)

1 1.000000 1.253314 0.333333 0.080019 0.253314
2 1.060660 1.253314 0.235702 0.043048 0.192654
3 1.090055 1.253314 0.192450 0.029686 0.162764
4 1.109375 1.253314 0.166667 0.022727 0.143940
5 1.122685 1.253314 0.149071 0.018442 0.130629
6 1.132763 1.253314 0.136083 0.015532 0.120551
7 1.147287 1.253314 0.125988 0.013423 0.112565
8 1.147287 1.253314 0.117851 0.011824 0.106027
9 1.152772 1.253314 0.111111 0.010569 0.100542
10 1.157462 1.253314 0.105409 0.009557 0.095852

Table 5: Values of E{b1},
√
π/2, 1/(3

√
n), κ(n)/

√
n, and µ(n) = 1/(3

√
n) −

κ(n)/
√
n of Bucket for n = 1, 2, . . . , 10

for j = 1, 2, . . . ,m, where

µ(n) =
1

3
√
n

−
κ(n)√
n
,

and µ(n) tends monotonically decreasing to zero when n tends to infinity.

Table 5 contains some concrete values connected with E{b1}.

Lemma 9 Let fn be a random variable characterising the number of compar-
isons executed in connection with the first repeated element. Then

E{fn} = 1+

√
π

8
− η(n),

where

η(n) =

1
3 +

√
π
8 −

κ(n)
2√

n+ 2
,

and η(n) tends monotonically decreasing to zero when n tends to infinity.

Theorem 10 The expected number Cexp(n,Bucket) = CB of comparisons
of algorithm Bucket in 1 bucket is

CB =
√
n+

1

3
−

√
π

8
+ ρ(n),
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Index and Algorithm Cbest(n) Cworst(n) Cexp(n)

1. Linear Θ(1) Θ(n) Θ(
√
n)

2. Backward Θ(1) Θ(n2) Θ(n)

3. Forward Θ(1) Θ(n2) Θ(n)

4. Tree Θ(1) Θ(n2) Θ(
√
n lgn)

5. Garbage Θ(1) Θ(n) Θ(
√
n)

6. Bucket Θ(
√
n) Θ(n

√
n) Θ(

√
n)

Table 6: The number of necessary comparisons of the investigated algorithms
in best, worst and expected cases

where

ρ(n) =
5/6−

√
9π/8− 3κ(n)/2√
n+ 1

tends to zero when n and tends to infinity.

Theorem 11 The expected running time TB(n,Bucket) = TB of Bucket is

TB =

(
3+ 3

√
π

2

)√
n+

√
25π

8
+ φ(n),

where

φ(n) = 3κ(n) − ρ(n) − 3η(n) −
n!

nn
−
3
√
π/8− 1/3− 3κ(n)/2√

n+ 1

and φ(n) tends to zero when n tends to infinity.

It is worth to remark that simulation experiments of B. Novák [62] show
that the expected running time of Garbage is a few percent better, then the
expected running time of Bucket.

4 Summary

Table 6 contains the number of necessary comparisons in best, worst and
expected cases for all investigated algorithms.
Table 7 contains the running time in best, worst and expected cases for all
investigated algorithms.
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Index and Algorithm Tbest(n) Tworst(n) Texp(n)

1. Linear Θ(n) Θ(n) n+Θ(
√
n)

2. Backward Θ(1) Θ(n2) Θ(n)

3. Forward Θ(1) Θ(n2) Θ(n)

5. Tree Θ(1) Θ(n2) Θ(
√
n lgn)

6. Garbage Θ(1) Θ(n) Θ(
√
n)

7. Bucket Θ(
√
n) Θ(n

√
n) Θ(

√
n)

Table 7: The running times of the investigated algorithms in best, worst and
expected cases
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Lemma 8 and 9 and Péter Burcsi [10] for useful information on references,
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Abstract. Testing is one of the most indispensable tasks in software en-
gineering. The role of testing in software development has grown signifi-
cantly because testing is able to reveal defects in the code in an early stage
of development. Many unit test frameworks compatible with C/C++
code exist, but a standard one is missing. Unfortunately, many unsolved
problems can be mentioned with the existing methods, for example usu-
ally external tools are necessary for testing C++ programs.

In this paper we present a new approach for testing C++ programs.
Our solution is based on C++ template metaprogramming facilities, so it
can work with the standard-compliant compilers. The metaprogramming
approach ensures that the overhead of testing is minimal at runtime. This
approach also supports that the specification language can be customized
among other advantages. Nevertheless, the only necessary tool is the
compiler itself.

1 Introduction

Testing is the most important method to check programs’ correct behaviour.
Testing can reveal many problems within the code in development phase. Test-
ing is cruicial from the view of software quality [5]. Many purposes of testing
can be, for instance, quality assurance, verification and validation, or reliability
estimation. Nonetheless, testing is potentially endless. It can never completely
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identify all the defects within the software. The main task is is to deliver
faultless software [20].

Correctness testing and reliability testing are two major areas of testing.
However, many different testing levels are used. In this paper we deal with
unit tests that is about correctness. The goal of unit testing is to isolate each
part of the program and to show that the individual parts are correct. A unit
test provides a strict, written contract that the piece of code must satisfy.
As a result, it affords several benefits. Unit tests find problems early in the
development phase. Unfortunately, most frameworks need external tools [10].

A testing framework is proposed in [3, 4] which is based on the C++0x – the
C++ forthcoming standard. The framework takes advantage of concepts and
axioms. These constructs support the generic programming in C++ as they
enable to write type constraints in template parameters. By now, these con-
structs are removed from the draft of the next standard. Metaprogram testing
framework has already been developed [16] too, but it deals with metaprogams,
it is just the opposite of our approach.

C++ template metaprogramming is an emerging paradigm which enables
to execute algorithms when ordinary C++ programs are compiled. The style
of C++ template metaprograms is very similar to the functional program-
ming paradigm. Metaprograms have many advantages that we can harness.
Metalevel often subserves the validation [8].

Template metaprograms run at compilation-time, whereupon the overhead
at runtime is minimal. Metaprograms’ “input” is the runtime C++ program
itself, therefore metaprograms are able to retrieve information about the host-
ing program. This way we can check many properties about the programs
during compilation [12, 14, 21, 22].

Another important feature of template metaprograms is the opportunity of
domain-specific languages. These special purpose languages are integrated into
C++ by template metaprograms [7, 9]. Libraries can be found that support the
development of domain-specific languages [11]. New languages can be figured
out to write C++ template metaprograms [18]. Special specification languages
can be used for testing C++ programs without external tools.

In this paper we present a new approach to test C++ code. Our framework
is based on the metaprogramming facility of C++. We argue for testing by
meta-level because of numerous reasons.

The rest of this paper is organized as follows. In section 2 C++ template
metaprograms are detailed. In section 3 we present the basic ideas behind our
approach, after that in section 4 we analyze the advantages and disadvantages
of our framework. Finally, the future work is detailed in section 5.
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2 C++ template metaprogramming

The template facility of C++ allows writing algorithms and data structures
parametrized by types. This abstraction is useful for designing general algo-
rithms like finding an element in a list. The operations of lists of integers,
characters or even user defined classes are essentially the same. The only dif-
ference between them is the stored type. With templates we can parametrize
these list operations by type, thus, we have to write the abstract algorithm
only once. The compiler will generate the integer, double, character or user
defined class version of the list from it. See the example below:

template<typename T>
struct list
{
void insert( const T& t );
// ...

};

int main()
{
list<int> l; //instantiation for int
list<double> d; // and for double
l.insert( 42 ); // usage
d.insert( 3.14 ); // usage

}

The list type has one template argument T. This refers to the parameter
type, whose objects will be contained in the list. To use this list we have
to generate an instance assigning a specific type to it. The process is called
instantiation. During this process the compiler replaces the abstract type T
with a specific type and compiles this newly generated code. The instantiation
can be invoked explicitly by the programmer but in most cases it is done
implicitly by the compiler when the new list is first referred to.

The template mechanism of C++ enables the definition of partial and full
specializations. Let us suppose that we would like to create a more space
efficient type-specific implementation of the list template for the bool type.
We may define the following specialization:

template<>
struct list<bool>
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{
//type-specific implementation

};

The implementation of the specialized version can be totally different from
the original one. Only the names of these template types are the same. If during
the instantiation the concrete type argument is bool, the specific version of
list<bool> is chosen, otherwise the general one is selected.

Template specialization is an essential practice for template metaprogram-
ming too [1]. In template metaprograms templates usually refer to other tem-
plates, sometimes from the same class with different type argument. In this
situation an implicit instantiation will be performed. Such chains of recur-
sive instantiations can be terminated by a template specialization. See the
following example of calculating the factorial value of 5:

template<int N>
struct Factorial
{
enum { value=N*Factorial<N-1>::value };

};

template<>
struct Factorial<0>
{
enum { value = 1 };

};

int main()
{
int result = Factorial<5>::value;

}

To initialize the variable result here, the expression Factorial<5>::value
has to be evaluated. As the template argument is not zero, the compiler in-
stantiates the general version of the Factorial template with 5. The definition
of value is N * Factorial<N-1>::value, hence the compiler has to instan-
tiate Factorial again with 4. This chain continues until the concrete value
becomes 0. Then, the compiler chooses the special version of Factorial where
the value is 1. Thus, the instantiation chain is stopped and the factorial of
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5 is calculated and used as initial value of the result variable in main. This
metaprogram “runs” while the compiler compiles the code.

Template metaprograms therefore stand for the collection of templates, their
instantiations and specializations, and perform operations at compilation time.
The basic control structures like iteration and condition appear in them in
a functional way [17]. As we can see in the previous example iterations in
metaprograms are applied by recursion. Besides, the condition is implemented
by a template structure and its specialization.

template<bool cond,class Then,class Else>
struct If
{
typedef Then type;

};

template<class Then, class Else>
struct If<false, Then, Else>
{
typedef Else type;

};

The If structure has three template arguments: a boolean and two abstract
types. If the cond is false, then the partly-specialized version of If will be
instantiated, thus the type will be bound to Else. Otherwise the general
version of If will be instantiated and type will be bound to Then.

With the help of If we can delegate type-related decisions from design time
to instantiation (compilation) time. Let us suppose, we want to implement a
max(T,S) function template comparing values of type T and type S returning
the greater value. The problem is how we should define the return value.
Which type is “better” to return the result? At design time we do not know
the actual type of the T and S template parameters. However, with a small
template metaprogram we can solve the problem:

template <class T, class S>
typename If<sizeof(T)<sizeof(S),S,T>::type
max( T x, S y)
{
return x > y ? x : y;

}
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Complex data structures are also available for metaprograms. Recursive
templates store information in various forms, most frequently as tree struc-
tures, or sequences. Tree structures are the favorite forms of implementation
of expression templates [24]. The canonical examples for sequential data struc-
tures are typelist [2] and the elements of the boost::mpl library [11].

We define a typelist with the following recursive template:

class NullType {};

typedef Typelist<char,Typelist<signed char,
Typelist<unsigned char,NullType> > >

Charlist;

In the example we store the three character types in a typelist. We can use
helper macro definitions to make the syntax more readable.

#define TYPELIST_1(x)
Typelist< x, NullType>

#define TYPELIST_2(x, y)
Typelist< x, TYPELIST_1(y)>

#define TYPELIST_3(x, y, z)
Typelist< x, TYPELIST_2(y,z)>

// ...
typedef
TYPELIST_3(char,signed char,unsigned char)
Charlist;

Essential helper functions – like Length, which computes the size of a list
at compilation time – have been defined in Alexandrescu’s Loki library [2]
in pure functional programming style. Similar data structures and algorithms
can be found in the metaprogramming library [11].

The examples presented in this section expose the different approaches of
template metaprograms and ordinary runtime programs. Variables are rep-
resented by static constants and enumeration values, control structures are
implemented via template specializations, functions are replaced by classes.
We use recursive types instead of the usual data structures. Fine visualizer
tools can help a lot to comprehend these structures [6].
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3 Testing framework

In this section we present the main ideas behind our testing framework which
takes advantage of the C++ template metaprogramming.

First, we write a simple type which makes connection between the compilation-
time and the runtime data. This is the kernel of the testing framework. If the
compilation-time data is not equal to the runtime data, we throw an exception
to mark the problem.

struct _Invalid
{
// ...

};

template < int N >
class _Test
{
const int value;

public:

_Test( int i ) : value( i )
{
if ( value!=N )
throw _Invalid();

}

int get_value() const
{

return value;
}

};

Let us consider that a runtime function is written, that calculates the fac-
torial of its argument. This function is written in an iterative way:

int factorial( int n )
{
int f = 1;
for( int i = 1; i <= n; ++i)



Testing by C++ template metaprograms 161

{
f *= i;

}
return f;

}

It is easy to test the factorial function:

template <int N>
_Test<Factorial<N>::value> factorial_test( const _Test<N>& n )
{
return factorial( n.get_value() );

}

When factorial test is called, it takes a compile-time and runtime pa-
rameter. The constructor of Test guarantees, that the two parameters are
equal. We take advantage of the parameter conversions of C++. When an
integer is passed as Test, it automatically calls the constructor of Test
which tests if the runtime and compilation time parameters are the same.
If the runtime and compilation time parameters disagree, an exception is
raised. The return type of factorial test describes that it must compute the
Factorial<N>. When it returns a value, it also calls the constructor of Test.
At compilation time it is computed what the return should be according to
the metaprogram specification – e.g. what the Factorial<N> is. Because the
factorial test takes a Test parameter, two parameters cannot be different.
When the factorial test returns it is also evaluates if the result of compi-
lation time algorithm is the same with the result of the runtime algorithm,
and an exception raised if it fails. So, we have a runtime and compilation time
input, first we calculate the result at compilation time from the compilation
time input. At runtime we have the very same input and a runtime function,
and evaluates if the runtime algorithm results in the very same output. If it
fails an exception is thrown.

Of course, we have to call the factorial test function:

int main()
{
factorial_test< 6 >( 6 );

}

In this case, we write Factorial metafunction that counts the factorial at
compilation time, but we do not have to write this metafunction with metapro-
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grams. This metaprogram can be generated by the compiler from a specifica-
tion that can be defined in EClean [18, 17], Haskell, or other domain-specific
language [15].

Instead of return value, references are often used to transmit data to the
caller:

void inc( int& i )
{
++i;

}

At this point, we cannot wrap the call of this function into a tester function.
Hence, in this case we deal with a new local variable to test.

template < int N >
_Test<N+1> inc_test( const _Test<N>& n )
{
int i = n.get_value();
inc( i );
return i;

}

Since doubles cannot be template arguments we have to map doubles to
integers. The natural way to do this mapping is the usage of the significand
and exponent. Here is an example, that presents this idea:

template <int A, int B>
struct MetaDouble
{
};

double f( double d )
{
return d*10;

}

template < int A, int B >
class _Test
{
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const double d;
public:
_Test( double x ): d( x )
{

if ( get_value() != d )
throw _Invalid();

}

double get_value() const
{

return A * pow( 10.0L, B );
}

};

template <int A, int B>
_Test<A,B+1> f_test(MetaDouble<A, B> d)
{
double dt = A*pow( 10.0L, B );
return f( dt );

}

This framework can be easily extended in the way of C++ Standard Tem-
plate Library (STL) [19]. We may use functor objects instead of the equality
operator to make the framework more flexible because it can test more re-
lations. We can take advantage of default template parameters of template
classes. The following code snippet can be applied to the integers:

template <int N, class relation = std::equal_to<int> >
class _Test
{
const int value;
const relation rel;

public:
_Test( int i ) : value( i )
{
if ( rel(N, value) )
throw _Invalid();

}
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int get_value() const
{

return value;
}

};

4 Evaluation

In this section we argue for our approach. We describe pros and cons and
present scenarios where our method is more powerful then the existing ones.

One the most fundamental advantages is that our framework does not need
external tools, the only necessary tool is the compiler itself. Nevertheless,
another important feature, that we compute the result at compilation time, so
the runtime overhead is minimal. Of course, the compilation time is increased.
The performance analysis of C++ template metaprograms is detailed in [13].

Our approach is able to detect and pursue the changes external APIs’ inter-
face. For instance, the type of return value has been changed, we do not need
to modify the specifications. Just like the max example in 2 section, metapro-
grams can determine the type of return values, etc.

Domain-specific languages can be developed with the assistance of template
metaprograms. Therefore, specification languages can be easily adopted to our
approach. Users can select a specification language from the exisiting ones or
develop new domain-specific languages for the specification [23]. The usual
specification methods support only one specification language at all.

Moreover, metaprograms are written in an functional way, but runtime C++
programs are written in an imperative way. Therefore, testing approach and
implementation is quite different. It is easy to focus on the results this way. A
very useful advantage is that that our framework can be used for legacy code
too.

Albeit there are some typical approaches which cannot be tested with our
method. For instance, metaprograms cannot access database servers and metapro-
grams cannot deal with other runtime inputs. Files and requests cannot be
managed with metaprograms. On the other hand, we can test the business
logic of the programs: is the result correct if the input would be the specifi-
cated one. Also, calls of virtual methods cannot be handled at compilation
time.

Our approach cannot facilitate the testing of multithreaded programs. Test-
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ing concurrent programs is hard, but the compiler acts as a single-threaded
non-deterministic interpreter.

5 Conclusions and future work

Testing is one of the most important methods to ensures programs’ correctness.
In this paper we argue for a new approach to test C++ programs. Our solution
takes advantage of C++ template metaprogramming techniques in many ways.
We have examined the pros and cons of our method.

After all, the most important task is to work out a set of special specification
languages and generate standard compliant C++ metaprograms from these
specifications.

In this paper we argue for a method that manages runtime entities at com-
pilation time. With this method we tested runtime functions. Many other in-
teresting properties should be managed in this way, for instance, the runtime
complexity or the prospective exceptions.

Another important task is developing mapping between the runtime and
compile time advanced datastructures. Node-based datastructures (like trees,
linked lists) are also available in metalevel, but we have not mapped these
structures to runtime akins. User-defined classes also may be mapped to the
their compilation-time counterparts.

An other opportunity is that we take advantage of the metalevel and gen-
erate testcases at compilation time. In our approach the users specificate the
test cases. It would be more convenient if the compiler could generate testcases
which covers most of execution paths.
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ization of C++ template metaprograms, Proc. Tenth IEEE International
Working Conference on Source Code Analysis and Manipulation (SCAM
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1 Introduction

One of the fastest evolving field among teaching and learning research is stu-
dents’ performance evaluation. Web-based educational systems with integrated
computer based testing are the easiest way of performance evaluation, so they
are increasingly adopted by universities [3, 4, 9]. With the rapid growth of com-
puter communications technologies, online testing is becoming more and more
common. Moreover, limitless opportunities of computers will cause the disap-
pearance of Paper and Pencil (PP) tests. Computer administered tests present
multiple advantages compared to PP tests. First of all, various multimedia can
be attached to test items, which is almost impossible in PP tests. Secondly, test
evaluation is instantaneous. Moreover, computerized self-assessment systems
can offer various hints, which help students’ exam preparation.

This paper is structured in more sections. Section 2 presents Item Response
Theory (IRT) and discusses the advantages and disadvantages of adaptive test
systems. Section 3 is dedicated to the implementation issues. The presentation
of the item bank is followed by simulations for item selection strategies in
order to overcome the item exposure drawback. Then the architecture of our
web-based CAT system is presented, which is followed by a proposal for item
difficulty estimation. Finally, we present further research directions and give
our conclusions.

2 Item Response Theory

Computerized test systems reveal new testing opportunities. One of them is
the adaptive item selection tailored to the examinee’s ability level, which is
estimated iteratively through the answered test items. Adaptive test adminis-
tration consists in the following steps: (i) start from an initial ability level, (ii)
selection of the most appropriate test item and (iii) based on the examinee’s
answer re-estimation of their ability level. The last two steps are repeated until
some ending conditions are satisfied. Adaptive testing research started in 1952
when Lord made an important observation: ability scores are test indepen-
dent whereas observed scores are test dependent [6]. The next milestone was
in 1960 when George Rasch described a few item response models in his book
[11]. One of the described models, the one-parameter logistic model, became
known as the Rasch model. The next decades brought many new applications
based on Item Response Theory.

In the following we present the three-parameter logistic model. The basic
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component of this model is the item characteristic function:

P(Θ) = c+
(1− c)

1+ e−Da(Θ−b)
, (1)

where Θ stands for the examinee’s ability, whose theoretical range is from −∞
to ∞, but practically the range −3 to +3 is used. The three parameters are: a,
discrimination; b, difficulty; c, guessing. Discrimination determines how well
an item differentiates students near an ability level. Difficulty shows the place
of an item along the ability scale, and guessing represents the probability of
guessing the correct answer of the item [2]. Therefore guessing for a true/false
item is always 0.5. P(Θ) is the probability of a correct response to the item as
a function of ability level [6]. D is a scaling factor and typically the value 1.7
is used.

Figure 1 shows item response function for an item having parameters a =

1, b = 0.5, c = 0.1. For a deeper understanding of the discrimination pa-
rameter, see Figure 2, which illustrates three different items with the same
difficulty (b = 0.5) and guessing (c = 0.1) but different discrimination param-
eters. The steepest curve corresponds to the highest discrimination (a = 2.8),
and in the middle of the curve the probability of correct answer changes very
rapidly as ability increases [2].

The one- and two-parameter logistic models can be obtained from equation
(1), for example setting c = 0 results in the two-parameter model, while setting
c = 0 and a = 1 gives us the one-parameter model.

Compared to the classical test theory, it is easy to realize the benefits of
the former, which is able to propose the most appropriate item, based on item
statistics reported on the same scale as ability [6].

Another component of the IRT model is the item information function,
which shows the contribution of a particular item to the assessment of ability
[6]. Item information functions are usually bell shaped functions, and in this
paper we used the following (recommended in [12]):

Ii(Θ) =
P
′
i(Θ)2

Pi(Θ)(1− Pi(Θ))
, (2)

where Pi(Θ) is the probability of a correct response to item i computed by
equation (1), P

′
i(Θ) is the first derivative of Pi(Θ), and Ii(Θ) is the item infor-

mation function for item i.
High discriminating power items are the best choice as shown in Figure 3,

which illustrates the item information functions for the three items shown in
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Figure 1: A three–parameter logistic model item characteristic function

Figure 2. All three functions are centered around the ability Θ = 0.5, which is
the same as the item difficulty.

Test information function Irr is defined as the sum of item information
functions. Two such functions are shown for a 20-item test selected by our
adaptive test system: one for a high ability student (Figure 4) and another
for a low ability student (Figure 5). The test shown in Figure 4 estimates
students’ ability near Θ = 2.0, while the test in Figure 5 at Θ = −2.0.

Test information function is also used for ability estimation error computa-
tion as shown in the following equation:

SE(Θ) =
1√
Irr

(3)

This error is associated with maximum likelihood ability estimation and is
usually used for the stopping condition of adaptive testing.

For learner proficiency estimation Lord proposes an iterative approach [10],
which is a modified version of the Newton-Raphson iterative method for solv-
ing equations. This approach starts with an initial ability estimate (usually a
random value). After each item the ability is adjusted based on the response
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given by the examinee. For example, after n questions the estimation is made
according to the following equation:

Θn+1 = Θn +

n∑
i=1

Si(Θn)

n∑
i=1

Ii(Θn)

(4)

where Si(Θ) is computed using the following equation:

Si(Θ) = (ui − Pi(Θ))
P
′
i(Θ)

Pi(Θ)(1− Pi(Θ))
. (5)

In equation (5) ui represents the correctness of the ith answer, which is 0 for
incorrect and 1 for correct answer. Pi(Θ) is the probability of correct answer
for the i-th item having the ability Θ (equation (2)), and P

′
i(Θ) is its first

derivative.
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2.1 Advantages

In adaptive testing the best test item is selected at each step: the item having
maximum information at the current estimate of the examinee’s proficiency.
The most important advantage of this method is that high ability level test-
takers are not bored with easy test items, while low ability ones are not faced
with difficult test items. A consequence of adapting the test to the examinee’s
ability level is that the same measurement precision can be realized with fewer
test items.

2.2 Disadvantages

Along with the advantages offered by IRT, there are some drawbacks as well.
The first drawback is the impossibility to estimate the ability in case of all
correct or zero correct responses. These are the cases of either very high or
very low ability students. In such cases the test item administration must be
stopped after administering a minimum number of questions.

The second drawback is that the basic IRT algorithm is not aware of the
test content, the question selection strategy does not take into consideration
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to which topic a question belongs. However, sometimes this may be a require-
ment for generating tests assessing certain topics in a given curriculum. Huang
proposed a content-balanced adaptive testing algorithm [7]. Another solution
to the content balancing problem is the testlet approach proposed by Wainer
and Kiely [15]. A testlet is a group of items from a single curriculum topic,
which is developed as a unit. If an adaptive algorithm selects a testlet, then
all the items belonging to that testlet will be presented to the examinee.

The third drawback, which is also the major one, is that IRT algorithms
require serious item calibration. Despite the fact that the first calibration
method was proposed by Alan Birnbaum in 1968 and has been implemented
in computer programs such as BICAL (Wright and Mead, 1976) and LOGIST
(Wingersky, Barton and Lord, 1982), the technique needs real measurement
data in order to accurately estimate the parameters of the items. However, real
measurement data are not always available for small educational institutions.

The fourth drawback is that several items from the item bank will be over-
exposed, while other test items will not be used at all. This requires item
exposure control strategies. A good review of these strategies can be found
in [5], discussing the strengths and weaknesses of each strategy. Stocking [13]
made one of the first overviews of item exposure control strategies and clas-
sified them in two groups: (i) methods using a random component along the
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Figure 7: Item information clusters and their size

item selection method and (ii) methods using a parameter for each item to
control its exposure. Randomization strategies control the frequency of item
administration by selecting the next item from a group of items (e.g. out of
the 5 best items). The second item exposure control strategy uses an exposure
control parameter. In case of an item selection—due to its maximum informa-
tion for the examinee’s ability level—, the item will be administered only if
its exposure control parameter allows it.

3 CAT implementation

3.1 The item bank

We have used our own item bank from our traditional computer based test
system ”Intelligent” [1]. The item bank parameters (a - discrimination, b -
difficulty, c - pseudo guessing) were initialized by the tutor. We used 5 levels
of difficulty from very easy to very difficult, which were scaled to the [-3,3]
interval. The guessing parameter of an item was initialized by the ratio of the
number of possible correct answers to the total number of possible answers.
For example, it is 0.1 for an item having two correct answers out of five possible
answers. Discrimination is difficult to set even for a tutor, therefore we used
a = 1 for each item.
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3.2 Simulations

In our implementation we have tried to overcome the disadvantages of IRT. We
started to administer items adaptively only after the first five items. Ability
(Θ) was initialized based on the number of correct answers given to these five
items, which had been selected to include all levels of difficulty.

We used randomization strategies to overcome item exposure. Two random-
ization strategies were simulated. In the first one we selected the top ten items,
i.e. the ten items having the highest item information. However, this is better
than choosing the single best item, thus one must pay attention to the selection
of the top ten items. There may be more items having the same item informa-
tion for a given ability, therefore it is not always the best strategy choosing
the first best item from a set of items with the same item information. To
overcome this problem, in the second randomization strategy we computed
the item information for all items that were not presented to the examinee
and clustered the items having the same item information. The top ten items
were selected using the items from these clusters. If the best cluster had less
than ten items, the remainder items were selected from the next best cluster.
If the best cluster had more than ten items, the ten items were selected ran-
domly from the best cluster. For example, Figure 7 shows the 26 clusters of
item information values constructed from 171 items for the ability of Θ = 0.5.
The best 10 items were selected by taking the items from the first two clusters
(each having exactly 1 item) and selecting randomly another 8 items out of
13 from the third cluster.

Figure 8 shows the results from a simulation where we used an item bank
with 171 items (test information function is shown in Figure 6 for all the 171
items), and we simulated 100 examinees using three item selection strategies:
(i) best item (ii) random selection from the 10 best items (iii) random selection
from the 10 best items and clustering. The three series in figure 8 are the
frequencies of items obtained from the 100 simulated adaptive tests. Tests
were terminated either when the number of administered items had exceeded
30 or the ability estimate had fallen outside the ability range. The latter were
necessary for very high and very low ability students, where adaptive selection
could not be used [2]. The examinee’s answers were simulated by using a
uniform random number generator, where the probability of correct answer
was set to be equal to the probability of incorrect answer.

In order to be able to compare these item exposure control strategies, we
computed the standard deviance of the frequency series shown in Figure 8.
The standard deviance is σ = 17.68 for the first series not using any item
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Figure 8: Item exposure with or without randomization control strategies

exposure control, it is σ = 14.77 for the second one, whereas for the third one
is σ = 14.13. It is obvious that the third series is the best from the viewpoint
of item exposure. Consequently, we will adopt this strategy in our distributed
CAT implementation.

3.3 Distributed CAT

After the Matlab simulations we implemented our CAT system as a distributed
application, using Java technologies on the server side and Adobe Flex on the
client side. The general architecture of our system is shown in Figure 9. The
administrative part is responsible for item bank maintenance, test scheduling,
test results statistics and test termination criteria settings. In the near future
we are planning to add an item calibration module.

The test part is used by examinees, where questions are administered ac-
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Figure 9: CAT-architecture

cording to settings. After having finished the test, the examinee may view
both their test results and knowledge report.

3.4 Item difficulty estimation

Due to the lack of measurement data necessary for item calibration, we were
not able to calibrate our item bank. However, 165 out of 171 items of our item
bank were used in our self-assessment test system ”Intelligent” in the previous
term. Based on the data collected from this system, we propose a method for
difficulty parameter estimation. Although there were no restrictions in using
the self-assessment system, i.e. users could have answered an item several
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times, we consider that the first answer of each user could be relevant to the
difficulty of the item.

Figure 10 shows the original item difficulty (set by the tutor) and the diffi-
culty estimated by the first answer of each user. The original data series uses 5
difficulty levels scaled to the [0, 1] interval. The elements of the “first answers”
series were computed by the equation: all incorrect answersall answers . We computed the
mean difficulty for both series, and we obtained 0.60 for the original one and
0.62 for the estimated one. Conspicuous differences were found at the very
easy and very difficult item difficulties.

4 Further research

At present we are working on the parameter estimation part of our CAT
system. Although there are several item parameter calibration programs, this
task must be taken very seriously because it influences measurement precision
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directly. Item parameter estimation error is an active research topic, especially
for fixed computer tests. For adaptive testing, this problem has been addressed
by paper [8].

Researchers have empirically observed that examinees suitable for item dif-
ficulty estimations are almost useless when estimating item discrimination.
Stocking [14] analytically derived the relationship between the examinee’s abil-
ity and the accuracy of maximum likelihood item parameter estimation. She
concluded that high ability examinees contribute more to difficulty estima-
tion of difficult and very difficult items and less on easy and very easy items.
She also concluded that only low ability examinees contribute to the esti-
mation of guessing parameter and examinees, who are informative regarding
item difficulty estimation, are not good for item discrimination estimation.
Consequently, her results seem to be useful in our item calibration module.

5 Conclusions

In this paper we have described a computer adaptive test system based on
Item Response Theory along its implementation issues. Our CAT system was
implemented after one year experience with a computer based self-assessment
system, which proved useful in configuring the parameters of the items. We
started with the presentation of the exact formulas used by our working CAT
system, followed by some simulations for item selection strategies in order to
control item overexposure. We also presented the exact way of item parameter
configuration based on the data taken from the self-assessment system.

Although we do not present measurements on a working CAT system, the
implementation details presented in this paper could be useful for small insti-
tutions planning to introduce such a system for educational measurements on
a small scale.

In the near future we would like to add an item calibration module to the
administrative part of the system, taking into account the limited possibilities
of small educational institutes.
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Abstract. Given non-negative integers ni and αi with 0 ≤ αi ≤ ni

(i = 1, 2, . . . , k), an [α1, α2, . . . , αk]-k-partite hypertournament on
∑k

1 ni

vertices is a (k+ 1)-tuple (U1, U2, . . . , Uk, E), where Ui are k vertex sets
with |Ui| = ni, and E is a set of

∑k
1 αi-tuples of vertices, called arcs, with

exactly αi vertices from Ui, such that any
∑k

1 αi subset ∪k
1U

′
i of ∪k

1Ui, E

contains exactly one of the
(∑k

1 αi

)
!
∑k

1 αi-tuples whose entries belong

to ∪k
1U

′
i. We obtain necessary and sufficient conditions for k lists of non-

negative integers in non-decreasing order to be the losing score lists and
to be the score lists of some k-partite hypertournament.

1 Introduction

Hypergraphs are generalizations of graphs [1]. While edges of a graph are pairs
of vertices of the graph, edges of a hypergraph are subsets of the vertex set,
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consisting of at least two vertices. An edge consisting of k vertices is called
a k-edge. A k-hypergraph is a hypergraph all of whose edges are k-edges.
A k-hypertournament is a complete k-hypergraph with each k-edge endowed
with an orientation, that is, a linear arrangement of the vertices contained in
the hyperedge. Instead of scores of vertices in a tournament, Zhou et al. [13]
considered scores and losing scores of vertices in a k-hypertournament, and
derived a result analogous to Landau’s theorem [6]. The score s(vi) or si of a
vertex vi is the number of arcs containing vi and in which vi is not the last
element, and the losing score r(vi) or ri of a vertex vi is the number of arcs
containing vi and in which vi is the last element. The score sequence (losing
score sequence) is formed by listing the scores (losing scores) in non-decreasing
order.

The following characterizations of score sequences and losing score sequences
in k-hypertournaments can be found in G. Zhou et al. [12].

Theorem 1 Given two positive integers n and k with n ≥ k > 1, a non-
decreasing sequence R = [r1, r2, . . . , rn] of non-negative integers is a losing
score sequence of some k-hypertournament if and only if for each j,

j∑
i=1

ri ≥
(
j

k

)
,

with equality when j = n.

Theorem 2 Given non-negative integers n and k with n ≥ k > 1, a non-
decreasing sequence S = [s1, s2, . . . , sn] of non-negative integers is a score se-
quence of some k-hypertournament if and only if for each j,

j∑
i=1

si ≥ j
(
n− 1

k− 1

)
+

(
n− j

k

)
−

(
n

k

)
,

with equality when j = n.

Some recent work on the reconstruction of tournaments can be found in
the papers due to A. Iványi [3, 4]. Some more results on k-hypertournaments
can be found in [2, 5, 9, 10, 11, 13]. The analogous results of Theorem 1 and
Theorem 2 for [h, k]-bipartite hypertournaments can be found in [7] and for
[α,β, γ]-tripartite hypertournaments in [8].

Throughout this paper i takes values from 1 to k and ji takes values from 1
to ni, unless otherwise stated.
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A k-partite hypergraph is a generalization of k-partite graph. Given non-
negative integers ni and αi, (i = 1, 2, . . . , k) with ni ≥ αi ≥ 0 for each i, an
[α1, α2, . . . , αk]-k-partite hypertournament (or briefly k-partite hypertourna-
ment) M of order

∑k
1 ni consists of k vertex sets Ui with |Ui| = ni for each i,

(1 ≤ i ≤ k) together with an arc set E, a set of
∑k
1 αi-tuples of vertices, with

exactly αi vertices from Ui, called arcs such that any
∑k
1 αi subset ∪k1U′

i of

∪k1Ui, E contains exactly one of the
(∑k

1 αi

) ∑k
1 αi-tuples whose αi entries

belong to U′
i.

Let e = (u11, u12, . . . , u1α1
, u21, u22, . . . , u2α2

, . . . , uk1, uk2, . . . , ukαk
), with

uiji ∈ Ui for each i, (1 ≤ i ≤ k, 1 ≤ ji ≤ αi), be an arc in M and let h < t, we
let e(u1h, u1t) denote to be the new arc obtained from e by interchanging u1h
and u1t in e. An arc containing αi vertices from Ui for each i, (1 ≤ i ≤ k) is
called an (α1, α2, . . . , αk)-arc.

For a given vertex uiji ∈ Ui for each i, 1 ≤ i ≤ k and 1 ≤ ji ≤ αi, the score
d+
M(uiji) (or simply d+(uiji)) is the number of

∑k
1 αi-arcs containing uiji and

in which uiji is not the last element. The losing score d−
M(uiji) (or simply

d−(uiji)) is the number of
∑k
1 αi-arcs containing uiji and in which uiji is the

last element. By arranging the losing scores of each vertex set Ui separately
in non-decreasing order, we get k lists called losing score lists of M and these
are denoted by Ri = [riji ]

ni
ji=1

for each i, (1 ≤ i ≤ k). Similarly, by arranging
the score lists of each vertex set Ui separately in non-decreasing order, we get
k lists called score lists of M which are denoted as Si = [siji ]

ni
ji=1

for each i
(1 ≤ i ≤ k).

2 Main results

The following two theorems are the main results.

Theorem 3 Given k non-negative integers ni and k non-negative integers
αi with 1 ≤ αi ≤ ni for each i (1 ≤ i ≤ k), the k non-decreasing lists
Ri = [riji ]

ni
ji=1

of non-negative integers are the losing score lists of a k-partite
hypertournament if and only if for each pi (1 ≤ i ≤ k) with pi ≤ ni,

k∑
i=1

pi∑
ji=1

riji ≥
k∏
i=1

(
pi

αi

)
, (1)

with equality when pi = ni for each i (1 ≤ i ≤ k).



Score lists in multipartite hypertournaments 187

Theorem 4 Given k non-negative integers ni and k non-negative integers
αi with 0 ≤ αi ≤ ni for each i (1 ≤ i ≤ k), the k non-decreasing lists
Si = [siji ]

ni
ji=1

of non-negative integers are the score lists of a k-partite hyper-
tournament if and only if for each pi, (1 ≤ i ≤ k) with pi ≤ ni

k∑
i=1

pi∑
ji=1

siji ≥

(
k∑
i=1

αipi

ni

)(
k∏
i=1

(
ni

αi

))
+

k∏
i=1

(
ni − pi
αi

)
−

k∏
i=1

(
ni

αi

)
, (2)

with equality when pi = ni for each i (1 ≤ i ≤ k).

We note that in a k-partite hypertournamentM, there are exactly
∏k
i=1

(
ni
αi

)
arcs and in each arc only one vertex is at the last entry. Therefore,

k∑
i=1

ni∑
ji=1

d−
M(uiji) =

k∏
i=1

(
ni

αi

)
.

In order to prove the above two theorems, we need the following Lemmas.

Lemma 5 If M is a k-partite hypertournament of order
∑k
1 ni with score lists

Si = [siji ]
ni
ji=1

for each i (1 ≤ i ≤ k), then

k∑
i=1

ni∑
ji=1

siji =

[(
k∑
1=1

αi

)
− 1

]
k∏
i=1

(
ni

αi

)
.

Proof. We have ni ≥ αi for each i (1 ≤ i ≤ k). If riji is the losing score of
uiji ∈ Ui, then

k∑
i=1

ni∑
ji=1

riji =

k∏
i=1

(
ni

αi

)
.

The number of [αi]
k
1 arcs containing uiji ∈ Ui for each i, (1 ≤ i ≤ k), and

1 ≤ ji ≤ ni is

αi

ni

k∏
t=1

(
nt

αt

)
.
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Thus,

k∑
i=1

ni∑
ji=1

siji =

k∑
i=1

ni∑
ji=1

(
αi

ni

) k∏
1

(
nt

αt

)
−

(
ni

αi

)

=

(
k∑
i=1

αi

)
k∏
1

(
nt

αt

)
−

k∏
1

(
ni

αi

)

=

[(
k∑
1=1

αi

)
− 1

]
k∏
1

(
ni

αi

)
.

�

Lemma 6 If Ri = [riji ]
ni
ji=1

(1 ≤ i ≤ k) are k losing score lists of a k-partite
hypertournament M, then there exists some h with r1h < α1

n1

∏k
1

(
np

αp

)
so that

R′
1 = [r11, r12, . . . , r1h+1, . . . , r1n1

], R′
s = [rs1, rs2, . . . , rst−1, . . . , rsns ] (2 ≤ s ≤

k) and Ri = [riji ]
ni
ji=1

, (2 ≤ i ≤ k), i 6= s are losing score lists of some k-partite
hypertournament, t is the largest integer such that rs(t−1) < rst = . . . = rsns.

Proof. Let Ri = [riji ]
ni
ji=1

(1 ≤ i ≤ k) be losing score lists of a k-partite hyper-
tournament M with vertex sets Ui = {ui1, ui2, . . . , uiji} so that d−(uiji) = riji
for each i (1 ≤ i ≤ k, 1 ≤ ji ≤ ni).

Let h be the smallest integer such that

r11 = r12 = . . . = r1h < r1(h+1) ≤ . . . ≤ r1n1

and t be the largest integer such that

rs1 ≤ rs2 ≤ . . . ≤ rs(t−1) < rst = . . . = rsns

Now, let
R′
1 = [r11, r12, . . . , r1h + 1, . . . , r1n1

],

R′
s = [rs1, rs2, . . . , rst − 1, . . . , rsns

(2 ≤ s ≤ k), and Ri = [riji ]
ni
ji=1

, (2 ≤ i ≤ k), i 6= s.
Clearly, R′

1 and R′
s are both in non-decreasing order.

Since r1h < α1
n1

∏k
1

(
np

αp

)
, there is at least one [αi]

k
1-arc e containing both u1h

and ust with ust as the last element in e, let e′ = (u1h, ust). Clearly, R′
1, R

′
s
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and Ri = [riji ]
ni
ji=1

for each i (2 ≤ i ≤ k), i 6= s are the k losing score lists of
M′ = (M− e) ∪ e′. �

The next observation follows from Lemma 6, and the proof can be easily
established.

Lemma 7 Let Ri = [riji ]
ni
ji=1

, (1 ≤ i ≤ k) be k non-decreasing sequences of
non-negative integers satisfying (1). If r1n1

< α1
n1

∏k
1

(
nt

αt

)
, then there exists s

and t (2 ≤ s ≤ k), 1 ≤ t ≤ ns such that R′
1 = [r11, r12, . . . , r1h + 1, . . . , r1n1

],
R′
s = [rs1, rs2, . . . , rst−1, . . . , rsns ] and Ri = [riji ]

ni
ji=1

, (2 ≤ i ≤ k), i 6= s satisfy
(1).

Proof of Theorem 3. Necessity. Let Ri, (1 ≤ i ≤ k) be the k losing score
lists of a k-partite hypertournament M(Ui, 1 ≤ i ≤ k). For any pi with αi
≤ pi ≤ ni, let U′

i = {uiji}
pi
ji=1

(1 ≤ i ≤ k) be the sets of vertices such that
d−(uiji) = riji for each 1 ≤ ji ≤ pi, 1 ≤ i ≤ k. Let M′ be the k-partite
hypertournament formed by U′

i for each i (1 ≤ i ≤ k).
Then,

k∑
i=1

pi∑
ji=1

riji ≥
k∑
i=1

pi∑
ji=1

d−
M′(uiji)

=

k∏
1

(
pt
αt

)
.

Sufficiency. We induct on n1, keeping n2, . . . , nk fixed. For n1 = α1, the
result is obviously true. So, let n1 > α1, and similarly n2 > α2, . . . , nk > αk.
Now,

r1n1
=

k∑
i=1

ni∑
ji=1

riji −

n1−1∑
j1=1

r1j1 +

k∑
i=2

ni∑
ji=1

riji


≤

k∏
1

(
nt
αt

)
−

(
n1 − 1

α1

) k∏
2

(
nt
αt

)

=

[(
n1
α1

)
−

(
n1 − 1

α1

)] k∏
2

(
nt
αt

)

=

(
n1 − 1

α1 − 1

) k∏
2

(
nt
αt

)
.
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We consider the following two cases.

Case 1. r1n1
=

(
n1 − 1

α1 − 1

)∏k
2

(
nt
αt

)
. Then,

n1−1∑
j1=1

r1j1 +

k∑
i=2

ni∑
ji=1

riji =

k∑
i=1

ni∑
ji=1

riji − r1n1

=

k∏
1

(
nt
αt

)
−

(
n1 − 1

α1 − 1

) k∏
2

(
nt
αt

)

=

[(
n1
α1

)
−

(
n1 − 1

α1 − 1

)] k∏
2

(
nt
αt

)

=

(
n1 − 1

α1

) k∏
2

(
nt
αt

)
.

By induction hypothesis [r11, r12, . . . , r1(n1−1)], R2, . . . , Rk are losing score

lists of a k-partite hypertournament M′(U′
1, U2, . . . , Uk) of order

(∑k
i=1 ni

)
−

1. Construct a k-partite hypertournament M of order
∑k
i=1 ni as follows. In

M′, let U′
1 = {u11, u12, . . . , u1(n1−1)}, Ui = {uiji}

ni
ji=1

for each i, (2 ≤ i ≤
k). Adding a new vertex u1n1

to U′
1, for each

(∑k
i=1 αi

)
-tuple containing

u1n1
, arrange u1n1

on the last entry. Denote E1 to be the set of all these(
n1 − 1

α1 − 1

)∏k
2

(
nt
αt

) (∑k
i=1 αi

)
-tuples. Let E(M) = E(M′) ∪ E1. Clearly,

Ri for each i, (1 ≤ i ≤ k) are the k losing score lists of M.

Case 2. r1n1
<

(
n1 − 1

α1 − 1

)∏k
2

(
nt
αt

)
.

Applying Lemma 7 repeatedly on R1 and keeping each Ri, (2 ≤ i ≤ k) fixed
until we get a new non-decreasing list R′

1 = [r′11, r
′
12, . . . , r

′
1n1

] in which now

′
1n1

=

(
n1 − 1

α1 − 1

)∏k
2

(
nt
αt

)
. By Case 1, R′

1, Ri (2 ≤ i ≤ k) are the losing

score lists of a k-partite hypertournament. Now, apply Lemma 6 on R′
1, Ri

(2 ≤ i ≤ k) repeatedly until we obtain the initial non-decreasing lists Ri for
each i (1 ≤ i ≤ k). Then by Lemma 6, Ri for each i (1 ≤ i ≤ k) are the losing
score lists of a k-partite hypertournament. �

Proof of Theorem 4. Let Si = [siji ]
ni
ji=1

(1 ≤ i ≤ k) be the k score lists of
a k-partite hypertournament M(Ui, 1 ≤ i ≤ k), where Ui = {uiji}

ni
ji=1

with
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d+
M(uiji) = siji , for each i, (1 ≤ i ≤ k). Clearly,

d+(uiji) + d−(uiji) = αi
ni

∏k
1

(
nt
αt

)
, (1 ≤ i ≤ k, 1 ≤ ji ≤ ni).

Let ri(ni+1−ji) = d−(uiji), (1 ≤ i ≤ k, 1 ≤ ji ≤ ni).
Then Ri = [riji ]

ni
ji=1

(i = 1, 2, . . . , k) are the k losing score lists of M. Con-
versely, if Ri for each i (1 ≤ i ≤ k) are the losing score lists of M, then
Si for each i, (1 ≤ i ≤ k) are the score lists of M. Thus, it is enough to
show that conditions (1) and (2) are equivalent provided siji + ri(ni+1−ji) =(
αi
ni

)∏k
1

(
nt
αt

)
, for each i (1 ≤ i ≤ k and 1 ≤ ji ≤ ni).

First assume (2) holds. Then,

k∑
i=1

pi∑
ji=1

riji =

k∑
i=1

pi∑
ji=1

(
αi

ni

)( k∏
1

(
nt
αt

))
−

k∑
i=1

pi∑
ji=1

si(ni+1−ji)

=

k∑
i=1

pi∑
ji=1

(
αi

ni

)( k∏
1

(
nt
αt

))
−

 k∑
i=1

ni∑
ji=1

riji −

k∑
i=1

ni−pi∑
ji=1

siji


≥

 k∑
i=1

pi∑
ji=1

(
αi

ni

)( k∏
1

(
nt
αt

))
−

[((
k∑
1

αi

)
− 1

)
k∏
1

(
ni
αi

)]

+

k∑
i=1

(ni − pi)

(
αi

ni

) k∏
1

(
nt
αt

)

+

k∏
1

(
ni − (ni − pi)

αi

)
−

k∏
1

(
ni
αi

)

=

k∏
1

(
ni
αi

)
,

with equality when pi = ni for each i (1 ≤ i ≤ k). Thus (1) holds.
Now, when (1) holds, using a similar argument as above, we can show that

(2) holds. This completes the proof. �
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Abstract. Pumping lemmas are created to prove that given languages
are not belong to certain language classes. There are several known pump-
ing lemmas for the whole class and some special classes of the context-free
languages. In this paper we prove new, interesting pumping lemmas for
special linear and context-free language classes. Some of them can be used
to pump regular languages in two place simultaneously. Other lemma can
be used to pump context-free languages in arbitrary many places.

1 Introduction

The formal language theory and generative grammars form one of the basics
of the field of theoretical computer science [5, 9]. Pumping lemmas play im-
portant role in formal language theory [3, 4]. One can prove that a language
does not belong to a given language class. There are well-known pumping lem-
mas, for example, for regular and context-free languages. The first and most
basic pumping lemma is introduced by Bar-Hillel, Perles, and Shamir in 1961
for context-free languages [3]. Since that time many pumping lemmas are in-
troduced for various language classes. Some of them are easy to use/prove,
some of them are more complicated. Sometimes a new pumping lemma is in-
troduced to prove that a special language does not belong to a given language
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class. Several subclasses of context-free languages are known, such as deter-
ministic context-free and linear languages. The linear language class is strictly
between the regular and the context-free ones. In linear grammars only the fol-
lowing types of rules can be used: A → w, A → uBv (A,B are non-terminals,
w,u, v ∈ V∗). In the sixties, Amar and Putzolu defined and analysed a special
subclass of linear languages, the so-called even-linear ones, in which the rules
has a kind of symmetric shape [1] (in a rule of shape A → uBv, i.e., with
non-terminal at the right hand side, the length of u must equal to the length
of v). The even-linear languages are intensively studied, for instance, they play
special importance in learning theory [10]. In [2] Amar and Putzolu extended
the definition to any fix-rated linear languages. They defined the k-rated linear
grammars and languages, in which the ratio of the lengths of v and u equals
to a fixed non-negative rational number k for all rules of the grammar contain-
ing non-terminal in the right-hand-side. They used the term k-linear for the
grammar class and k-regular for the generated language class. In the literature
the k-linear grammars and languages are frequently used for the metalinear
grammars and languages [5], as they are extensions of the linear ones (having
at most k nonterminals in the sentential forms). Therefore, for clarity, we pre-
fer the term fix-rated (k-rated) linear for those restricted linear grammars and
languages that are introduced in [2]. The classes k-rated linear languages are
strictly between the linear and regular ones for any rational value of k. More-
over their union the set of all fixed-linear languages is also strictly included in
the class of linear languages. In special case k = 1 the even-linear grammars
and languages are obtained; while the case k = 0 corresponds to the regular
grammars and languages. The derivation-trees of the k-rated linear grammars
form pine tree shapes. In this paper we investigate pumping lemmas for these
languages also. These new pumping lemmas work for regular languages as well,
since every regular language is k-rated linear for every non-negative rational
k. In this way the words of a regular language can be pumped in two places
in a parallel way. There are also extensions of linear grammars. A context-free
grammar is said to be k-linear if it has the form of a linear grammar plus one
additional rule of the form S → S1S2 . . . Sk, where none of the symbols Si may
appear on the right-hand side of any other rule, and S may not appear in any
other rule at all. A language is said to be k-linear if it can be generated by a
k-linear grammar, and a language is said to be metalinear if it is k-linear for
some positive integer k. The metalinear language family is strictly between
the linear and context-free ones. In this paper we also introduce a pumping
lemma for not metalinear context-free languages, which can be used to prove
that the given language belongs to the class of the metalinear languages.
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2 Preliminaries

In this section we give some basic concepts and fix our notation. Let N denote
the non-negative integers and Q denote the non-negative rationals through the
paper.

A grammar is an ordered quadruple G = (N,V, S,H), where N,V are the
non-terminal and terminal alphabets. S ∈ N is the initial letter. H is a finite
set of derivation rules. A rule is a pair written in the form v → w with
v ∈ (N ∪ V)∗N(N ∪ V)∗ and w ∈ (N ∪ V)∗.

Let G be a grammar and v,w ∈ (N∪V)∗. Then v ⇒ w is a direct derivation
if and only if there exist v1, v2, v

′, w ′ ∈ (N ∪ V)∗ such that v = v1v
′v2, w =

v1w
′v2 and v ′ → w ′ ∈ H. The transitive and reflexive closure of ⇒ is denoted

by ⇒∗.
The language generated by a grammar G is L(G) = {w|S ⇒∗ w∧w ∈ V∗}.

Two grammars are equivalent if they generate the same language modulo the
empty word (λ). (From now on we do not care whether λ ∈ L or not.)

Depending on the possible structures of the derivation rules we are interested
in the following classes [2, 5].
• type 1, or context-sensitive (CS) grammars: for every rule the next scheme
holds: uAv → uwv with A ∈ N and u, v,w ∈ (N ∪ V)∗, w 6= λ.
• type 2, or context-free (CF) grammars: for every rule the next scheme holds:
A → v with A ∈ N and v ∈ (N ∪ V)∗.
• linear (Lin) grammars: each rule is one of the next forms: A → v, A → vBw;
where A,B ∈ N and v,w ∈ V∗.
• k-linear (k-Lin) grammars: it is a linear grammar plus one additional rule
of the form S → S1S2 . . . Sk, where S1, S2, . . . , Sk ∈ N, and none of the Si may
appear on the right-hand side of any other rule, and S may not appear in any
other rule at all.
• metalinear (Meta) grammars: A grammar is said to be metalinear if it is
k-linear for some positive integer k.
• k-rated linear (k-rLin) grammars: it is a linear grammar with the following
property: there exists a rational number k such that for each rule of the form:
A → vBw: |w|

|v| = k (where |v| denotes the length of v).
Specially with k = 1:
• even-linear (1-rLin) grammars.

Specially with k = 0:
• type 3, or regular (Reg) grammars: each derivation rule is one of the following
forms: A → w, A → wB; where A,B ∈ N and w ∈ V∗.

The language family regular/linear etc. contains all languages that can be



Pumping lemmas for linear and nonlinear languages 197'

&

$

%

'

&

$

%

'

&

$

%
�
�
�
�
�
�	

Context-free languages
Metalinear languages
Linear languages
Fix-rated linear languages
Regular languages

Figure 1: The hierarchy of some context-free language classes

generated by regular/linear etc. grammars. We call a language L fix-rated
linear if there is a k ∈ Q such that L is k-rated linear. So the class of fix-rated
linear languages includes all the k-rated linear language families. Moreover it
is known by [2], that for any value of k ∈ Q all regular languages are k-rated
linear.

The hierarchy of the considered language classes can be seen in Fig. 4.
Further, when we consider a special fixed value of k, then we will also use it
as k = g

h , where g, h ∈ N (h 6= 0) are relatively primes.
Now we present normal forms for the rules of linear, k-rated linear and so,

even-linear and regular grammars.
The following fact is well-known: Every linear grammar has an equivalent

grammar in which all rules are in forms of A → aB,A → Ba,A → a with
a ∈ V,A, B ∈ N.

Lemma 1 (Normal form for k-rated linear grammars) Every k-rated
(k = g

h) linear grammar has an equivalent one in which for every rule of
the form A → vBw: |w| = g and |v| = h such that g and h are relatively
primes and for all rules of the form A → u with u ∈ V∗: |u| < g+ h holds.

Proof. It goes in the standard way: longer rules can be simulated by shorter
ones by the help of newly introduced nonterminals. �

As special cases of the previous lemma we have:

Remark 2 Every even-linear grammar has an equivalent grammar in which
all rules are in forms A → aBb,A → a, A → λ (A,B ∈ N,a, b ∈ V).

Remark 3 Every regular language can be generated by grammar having only
rules of types A → aB,A → λ (A,B ∈ N,a ∈ V).



198 G. Horváth, B. Nagy

Derivation trees are widely used graphical representations of derivations in
context-free grammars. The root of the tree is a node labelled by the initial
symbol S. The terminal labelled nodes are leaves of the tree. The nonterminals,
as the derivation continues from them, have some children nodes. Since there
is a grammar in Chomsky normal form for every context-free grammar, every
word of a context-free language can be generated such that its derivation tree
is a binary tree.

In linear case, there is at most one non-terminal in every level of the tree.
Therefore the derivation can go only in a linear (sequential) manner. There is
only one main branch of the derivation (tree); all the other branches terminate
immediately. Observing the derivations and derivation trees for linear gram-
mars, they seem to be highly related to the regular case. The linear (and so,
specially, the even-linear and fixed linear) languages can be accepted by finite
state machines [1, 7, 8]. Moreover the k-rated linear languages are accepted
by deterministic machines [8].

By an analysis of the possible trees and iterations of nonterminals in a
derivation (tree) one can obtain pumping (or iteration) lemmas.

Further in this section we recall some well-known iteration lemmas.
The most famous iteration lemma works for every context-free languages [3].

Lemma 4 (Bar-Hillel lemma) Let a context-free language L be given. Then
there exists an integer n ∈ N such that any word p ∈ L with |p| ≥ n, admits a
factorization p = uvwxy satisfying

1. uviwxiy ∈ L for all i ∈ N
2. |vx| > 0

3. |vwx| ≤ n.

Example 5 Let L = {aibici | i ∈ N}. It is easy to show with the Bar-Hillel
lemma that the language L is not context-free.

The next lemma works for linear languages [5].

Lemma 6 (Pumping lemma for linear languages) Let L be a linear lan-
guage. Then there exists an integer n such that any word p ∈ L with |p| ≥ n,
admits a factorization p = uvwxy satisfying

1. uviwxiy ∈ L for all integer i ∈ N
2. |vx| > 0

3. |uvxy| ≤ n.

Example 7 It is easy to show by using Lemma 6 that the language
L = {aibicjdj|i, j ∈ N} is not linear.
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In [6] there is a pumping lemma for non-linear context-free languages that
can also be effectively used for some languages.

Lemma 8 (Pumping lemma for non-linear context-free languages) Let
L be a non-linear context-free language. Then there exist infinite many words
p ∈ L which admit a factorization p = rstuvwxyz satisfying

1. rsituivwjxyjz ∈ L for all integer i, j ≥ 0
2. |su| 6= 0

3. |wy| 6= 0.

Example 9 Let
H ⊆ {12, 22, 32, . . .}

be an infinite set, and let

LH = {akbkalbl} | k, l ≥ 1; k ∈ H or l ∈ H} ∪ {ambm | m ≥ 1}.

The language LH satisfies the Bar-Hillel condition. Therefore we can not
apply the Bar-Hillel Lemma to show that LH is not context-free. However the
LH language does not satisfy the condition of the pumping lemma for linear
languages. Thus LH is not linear. At this point we can apply Lemma 8, and the
language LH does not satisfy its condition. This means LH is not context-free.

Now we recall the well-known iteration lemma for regular case (see, for
instance, [5]).

Lemma 10 (Pumping lemma for regular languages) Let L be a regular
language. Then there exists an integer n such that any word p ∈ L with |p| ≥ n,
admits a factorization p = uvw satisfying

1. uviw ∈ L for all integer i ∈ N
2. |v| > 0

3. |uv| ≤ n.

Example 11 By the previous lemma one can easily show that the language
{anbn|n ∈ N} is not regular.

Pumping lemmas are strongly connected to derivation trees, therefore they
works for context-free languages (and for some special subclasses of the context-
free languages).

In the next section we present pumping lemmas for the k-rated linear lan-
guages and for the not metalinear context-free languages.
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3 Main results

Let us consider a k-rated linear grammar. Based on the normal form (Lemma
1) every word of a k = g

h -rated linear language can be generated by a ‘pine-
tree’ shape derivation tree (see Fig. 2).
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Figure 2: A ‘pine-tree’ shape derivation tree in a fix-rated linear grammar

Now we are ready to present our pumping lemmas for these languages.

Theorem 12 Let L be a (g
h = k)-rated linear language. Then there exists

an integer n such that any word p ∈ L with |p| ≥ n, admits a factorization
p = uvwxy satisfying

1. uviwxiy ∈ L for all integer i ∈ N
2. 0 < |u|, |v| ≤ n h

g+h

3. 0 < |x|, |y| ≤ n g
g+h

4. |x|
|v| =

|y|
|u| = g

h = k.

Proof. Let G = (N,V, S,H) be a k-rated linear grammar in normal form that
generates the language L. Then let n = (|N|+1) · (g+h). In this way any word
p with length at least n cannot be generated without any repetition of a non-
terminal in the sentential form. Moreover, by the pigeonhole principle, there
is a nonterminal in the derivation which occurs in the sentential forms during
the first |N| steps of the derivation and after the first occurrence it occurs also
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Figure 3: Pumping the subwords between the two occurrences of the non-
terminal A.

in the next |N| sentential forms. Considering the first two occurrences of this
nonterminal A in the derivation tree, the word p can be partitioned to five
parts in the following way. Let u and y be the prefix and suffix (respectively)
generated by the first steps till the first occurrence of A. Let v and x be the
subwords that are generated from the first occurrence of A till it appears sec-
ondly in the sentential form. Finally let w be the subword that is generated
from the second occurrence of A in the derivation. (See also Fig. 3.) In this
way the conditions 2, 3 and 4 of the theorem are fulfilled for the lengths of
the partitions. Now let us consider the derivation steps between the first two
occurrences of A. They can be omitted from the derivation; in this way the
word uwy is obtained. This sequence of steps can also be repeated any time,
in this way the words of the form uviwxiy are obtained for any i ∈ N. Thus
the theorem is proved. �

Theorem 13 Let L be a (g
h = k)-rated linear language. Then there exists

an integer n such that any word p ∈ L with |p| ≥ n, admits a factorization
p = uvwxy satisfying

1. uviwxiy ∈ L for all integer i ∈ N
2. 0 < |v| ≤ n h

g+h

3. 0 < |x| ≤ n g
g+h

4. 0 < |w| ≤ n
5. |x|

|v| =
|y|
|u| = g

h = k.

Proof. Let G = (N,V, S,H) be a k-rated linear grammar in normal form that
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generates the language L. Then let n = (|N| + 1) · (g + h). In this way any
word p with length at least n cannot be generated without any repetition of
a nonterminal in the sentential form. Moreover there is a nonterminal A in
the derivation which occurs twice among the non-terminals of the last |N+ 1|

sentential forms of the derivation. Considering these last two occurrences of
A in the derivation tree the word p can be partitioned to five parts in the
following way. Let u and y be the prefix and suffix (respectively) generated
from the first steps till that occurrence of A which is the last but one during
the derivation. Let v and x be the subwords that are generated by the steps
between the last two occurrences of A. Finally let w be the subword that is
generated from the last occurrence of A in the derivation. In this way the
conditions 2, 3, 4 and 5 are fulfilled for the lengths of the partitions. Now let
us consider the derivation steps between the these two occurrences of A. They
can be omitted from the derivation; in this way the word uwy is obtained.
This sequence of steps can also be repeated any time, in this way the words of
the form uviwxiy are obtained for any i ∈ N. Thus the theorem is proved. �

Remark 14 In case of k = 0 the previous theorems give the well-known pump-
ing lemmas for regular languages.

Now we are presenting an iteration lemma for another special subclass of
the context-free language family.

Theorem 15 Let L be a context-free language which does not belong to any
k-linear language for a given positive integer k. Then there exist infinite many
words w ∈ L which admit a factorization w = uv0w0x0y0 . . . vkwkxkyk satis-
fying

1. uvi0
0 w0x

i0
0 y0 . . . v

ik
k wkx

ik
k yk ∈ L for all integer i0, . . . , ik ≥ 0

2. |vjxj| 6= 0 for all 0 ≤ j ≤ k.

Proof. Let G = (N,V, S,H) be a context-free grammar such that L(G) = L,
and let GA = (N,V,A,H) for all A ∈ N. Because L is not k-linear, there exists
A0, . . . , Ak ∈ VN and α,β0, . . . , βk ∈ V∗ such that S ⇒∗ αA0β0 . . . Akβk,
where all of the languages L(GAl

), 0 ≤ l ≤ k are infinite. Then the words
{α}L(GA0

){β0} . . . L(GAk
){βk} ⊆ L, and applying the Bar-Hillel Lemma for

all L(GAl
) we receive αa0b

i0
0 c0d

i0
0 e0β0 . . . akb

ik
k ckd

ik
k ekβk ⊆ L for all i0 ≥

0, . . . , ik ≥ 0. Let u = αa0, vl = bl, wl = cl, xl = dl, yl = elβl, and we have
the above form. �
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Remark 16 With k = 1 we have a pumping lemma for non-linear context-free
languages.

Knowing that every k-linear language is metalinear for any k ∈ N, we have:

Proposition 17 Let L be a not metalinear context-free language. For all in-
tegers k ≥ 1 there exist infinite many words w ∈ L which admit a factorization
w = uv0w0x0y0 . . . vkwkxkyk satisfying

1. uvi0
0 w0x

i0
0 y0 . . . v

ik
k wkx

ik
k yk ∈ L for all integer i0, . . . , ik ≥ 0

2. |vjxj| 6= 0 for all 0 ≤ j ≤ k.

4 Applications of the new iteration lemmas

As pumping lemmas are usually used to show that a language does not belong
to a language class, we present an example for this type of application.

Example 18 The DYCK language (the language of correct bracket expres-
sions) is not k-linear for any value of k over the alphabet {(, )}. Let k 6= 1 be
fixed as g

h . Let us consider the word of the form ((g+h)(n+2))(g+h)(n+2). Then
Theorem 12 does not work (if k 6= 1), the pumping deletes or introduces dif-
ferent number of (’s and )’s. To show that the DYCK language is not 1-rated
(i.e., even-)linear let us consider the word (2n)2n(2n)2n. Using Theorem 13 the
number of inner brackets can be pumped. In this way such words are obtained
in which there are prefixes with more letters ) than (. Since these words do not
belong to the language, this language is not k-linear.

In the previous example we showed that the DYCK language is not fixed
linear.

In the next example we consider a deterministic linear language.

Example 19 Let L = {ambm|m ∈ N} ∪ {amcb2m|m ∈ N} over the alphabet
{a, b, c}. Let us assume that the language is fixed linear. First we show that this
language is not fixed linear with ratio other than 1. On the contrary, assume
that it is, with k = g

h ∈ Q such that k 6= 1. Let n be given by Theorem 12.
Then consider the words of the form am(g+h)bm(g+h) with m > n. By the
theorem any of them can be factorized to uvwxy such that |uv| ≤ 2nh

g+h . Since
g + h > 2 (remember that g, h ∈ N, relatively primes and g 6= h), |uv| < nh,
and therefore both u and v contains only a’s. By a similar argument on the
length of xy, x and y contains only b’s. Since the ratio |x|

|v| (it is fixed by the
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theorem) is not 1, by pumping we get words outside of the language. Now we
show that this language is not even-linear. Assume that it is 1-rated linear
(g = h = 1). Let n be the value from Theorem 12. Let us consider the words of
shape amcb2m with m > n. Now we can factorize these words in a way, that
|uv| ≤ n and |xy| ≤ n and |v| = |x|. By pumping we get words am+jcb2m+j

with some positive values of j, but they are not in L. We have a contradiction
again. So this language is not fixed linear.

In the next example we show a fixed-linear language that can be pumped.

Example 20 Let L be the language of palindromes, i.e., of the words over
{a, b} that are the same in reverse order (p = pR). We show that our pumping
lemmas work for this language with the value k = 1. Let p ∈ L, then p =

uvwxy according to Theorem 12 or Theorem 13, such that |u| = |y| and |v| =

|x|. Therefore, by applying the main property of the palindromes, we have u =

yR, v = xR and w = wR. By i = 0 the word uwy is obtained which is in L
according to the previous equalities. By further pumping the words uviwxiy

are obtained, they are also palindromes. To show that this language cannot
be pumped with any other values, let us consider words of shape ambam. By
Theorem 12 it can be shown in analogous way that we showed in Example 19
that enough long words cannot be pumped with ratio k 6= 1.

Besides our theorems work for regular languages with k = 0 there is a non-
standard application of them. As we already mentioned, all regular languages
are k-rated linear for any values of k ∈ Q. Therefore every new pumping
lemma works for any regular language with any values of k. Now we show
some examples.

Example 21 Let the regular language (ab)∗aa(bbb)∗a be given. Then we
show, that our theorems work for, let us say, k = 1

2 . Every word of the lan-
guage is of the form (ab)naa(bbb)ma (with n,m ∈ N). For words that are
long enough either n or m (or both of them) are sufficiently large. Now we
detail effective factorizations p = uvwxy of the possible cases. We give only
those words of the factorization that have maximized lengths due to the ap-
plied theorem, the other words can easily be found by the factorization and,
at Theorem 13, by taking into account the fixed ratio of some lengths in the
factorization.

• Theorem 12 for k = 1
2 :

if n > 3 and m > 0 : let u = ab, v = ababab, x = bbb, y = a,
if m = 0 : let u = ababab, v = abab, x = ab, y = aaa,
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if n = 3 : let u = abababaa, v = bb, x = b, y = bbba,
if n = 2 : let u = ababaa, v = bb, x = b, y = bba,
if n = 1 : let u = abaa, v = bb, x = b, y = ba,
if n = 0 : let u = aa, v = bb, x = b, y = a.

• Theorem 13 for k = 1
2 :

if n ≤ 3m− 4 : let v = bb, w = b x = b,
if n = 3m− 3 : let v = ababab, w = aabbbb x = bbb,
if n = 3m− 2 : let v = ababab, w = abaabbbb x = bbb,
if n = 3m− 1 : let v = ababab, w = ababaabbbb x = bbb,
if n = 3m : let v = ababab, w = aab x = bbb,
if n = 3m+ 1 : let v = ababab, w = abaab, x = bbb,
if n = 3m+ 2 : let v = ababab, w = ababaab, x = bbb,
if n = 3m+ 3 : let v = ababab, w = abababaab, x = bbb,
if n = 3m+ 4 : let v = ababab, w = ababababaab, x = bbb,
if n = 3m+ 5 : let v = ababab, w = abababababaab, x = bbb,
if n ≥ 3m+ 6, n ≡ 0(mod3) : let v = abab, w = λ, x = ab,
if n ≥ 3m+ 7, n ≡ 1(mod3) : let v = abab, w = ab, x = ab,
if n ≥ 3m+ 8, n ≡ 2(mod3) : let v = abab, w = abab, x = ab.

In similar way it can be shown that pumping the words of a regular language
in two places simultaneously with other values of k (for instance, 1, 5, 7

3 etc.)
works.

In the next example we show that there are languages that can be pumped
by the usual pumping lemmas for regular languages, but they cannot be regular
since we prove that there is a value of k such that one of our theorems does
not work.

Example 22 Let L = {arbaqbm|r, q,m ≥ 2, ∃j ∈ N : q = j2}. By the usual
pumping lemmas for regular languages, i.e., by fixing k as 0, one cannot infer
that this language is not regular. By k = 0, x = y = λ and so p = uvw. Due
to the a’s in the beginning, Theorem 12 works: u = a, v = a; and due to the
b’s in the end Theorem 13 also works: v = b,w = b.
Now we show that L is not even-linear. Contrary, let us assume that Theorem
13 works for k = 1. Let n be the value for this language according to the
theorem. Let p = a2ba(2n+5)2

b3. By the conditions of the theorem, it can be
factorized to uvwxy such that |v|, |w|, |x| ≤ n and |u| = |y|. In this way vwx
must be a subword of a(2n+5)2

, and so, the pumping decreases/increases only
q. Since |v|, |x| ≤ n in the first round of pumping p ′ = a2ba(2n+5)2+|vx|b3 is
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obtained. But (2n + 5)2 < (2n + 5)2 + |vx| ≤ (2n + 5)2 + 2n < (2n + 6)2,
therefore p ′ 6∈ L.
Thus L is not even-linear, and therefore it cannot be regular. Our pumping
lemma was effective to show this fact.

Usually pumping lemmas can be used only to show that some languages
do not belong to the given class of languages. One may ask what we can say
if a language satisfy our theorems. Now we present an example which shows
that we cannot infer about the language class if a language satisfies our new
pumping lemmas.

Example 23 Let L = {0j1m0r1i0l1i0r1m0j|j,m, i, l, r ≥ 1, r is prime}. One
can easily show that this language satisfies both Theorem 12 and Theorem 13
with k = 1: one can find subwords to pump in the part of outer 0’s or 1’s
(pumping their number form a given j or m to arbitrary high values), or in
the middle part 0’s or 1’s (pumping their number from i or l to arbitrary
high values), respectively. But this language is not even context-free, since
intersected by the regular language 010∗1010∗10 a non semi-linear language
is obtained. Since context-free languages are semi-linear (due to the Parikh
theorem) and the class of context-free languages are closed under intersection
with regular languages, we just proved that L cannot be linear or fix-rated linear.

It is a more interesting question what we can say about a language for
which there are values k1 6= k2 such that all its enough long words can be
pumped both as k1-rated and k2-rated linear language. We have the following
conjecture.

Conjecture 24 If a language L satisfies any of our pumping lemmas for two
different values of k, then L is regular.

If the previous conjecture is true, then exactly the regular languages form the
intersection of the k-rated linear language families (for k ∈ Q).

Regarding iteration lemma for the not metalinear case, we show two exam-
ples.

Example 25 This is a very simple example, we can use our lemma to show
that the language

L1 = {alblambmanbn | l,m,n ≥ 0}

is metalinear.
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First of all, it is easy to show that L1 is context-free. The language L1 does
not satisfy the condition of the pumping lemma for not metalinear context-free
languages, (Proposition 17,) so L1 must be a metalinear context-free language.

In our next example we show a more complicated language which satisfies
the Bar-Hillel condition, and we use our pumping lemma to show that the
language is not context-free.

Example 26 Let
H ⊆ {2k | k ∈ N}

be an infinite set, and let

L2 = {alblambmanbn | l,m, n ≥ 1; l ∈ H or m ∈ H or n ∈ H}∪

∪{aibiajbj | i, j ≥ 1}.

L2 satisfies the Bar-Hillel condition. Therefore we can not apply the Bar-
Hillel Lemma to show that L2 is not context-free. However it is easy to show
that L2 is not 3-linear language. Now we can apply Theorem 15, and the lan-
guage L2 does not satisfy its condition with k = 3. This means L2 does not
belong to the not 3-linear context-free languages, so the language L2 is not
context-free.

5 Conclusions

In this paper some new pumping lemmas are proved for special context-free
and linear languages. In fix-rated linear languages the lengths of the pumped
subwords of a word depend on each other, therefore these pumping lemmas
are more restricted than the ones working on every linear or every context-free
languages. Since all regular languages are k-rated linear for any non-negative
rational value of k, these lemmas also work for regular languages. The question
whether only regular languages satisfy our pumping lemmas at least for two
different values of k (or for all values of k) is remained open as a conjecture. We
also investigated a special subclass of context-free language family and intro-
duced iteration conditions which is satisfied only not metalinear context-free
languages. These conditions can be used in two different ways. First they can
be used to proove that a language is not context-free. On the other hand, we
can also use them to show that the given language is belong to the metalinear
language family.



208 G. Horváth, B. Nagy'

&

$

%

'

&

$

%

'

&

$

%
�
�
�
�

�
��

�

�

�

�

�

�

�

�

�

�

�

�

�
��

���
���
�
���

Context-sensitive languages
Context-free languages
Metalinear languages
Fix-rated linear languages

Figure 4: The target language classes of the new iteration lemmas
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Abstract. In this paper we introduce the concept of generalized d-graph
(admitting cycles) as special dependency-graphs for modelling dynamic
programming (DP) problems. We describe the d-graph versions of three
famous single-source shortest algorithms (The algorithm based on the
topological order of the vertices, Dijkstra algorithm and Bellman-Ford
algorithm), which can be viewed as general DP strategies in the case of
three different class of optimization problems. The new modelling method
also makes possible to classify DP problems and the corresponding DP
strategies in term of graph theory.

1 Introduction

Dynamic programming (DP) as optimization method was proposed by Richard
Bellman in 1957 [1]. Since the first book in applied dynamic programming
was published in 1962 [2] DP has become a current problem solving method
in several fields of science: Applied mathematics [2], Computer science [3],
Artificial Intelligence [6], Bioinformatics [4], Macroeconomics [13], etc. Even
in the early book on DP [2] the authors drew attention to the fact that some
dynamic programming strategies can be formulated as graph search problems.
Later this subject was largely researched. As recent examples: Georgescu and
Ionescu introduced the concept of DP-tree [7]; Kátai [8] proposed d-graphs
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as special hierarchic dependency-graphs for modelling DP problems; Lew and
Mauch [14, 15, 16] used specialized Petri Net models to represent DP problems
(Lew called his model Bellman-Net).

All the above mentioned modelling tools are based on cycle free graphs.
As Mauch [16] states, circularity is undesirable if Petri Nets represent DP
problem instances. On the other hand, however, there are DP problems with
“cyclic functional equation” (the chain of recursive dependences of the func-
tional equation is cyclic). Felzenszwalb and Zabih [5] in their survey entitled
Dynamic programming and graph algorithms in computer vision recall that
many dynamic programming algorithms can be viewed as solving a shortest
path problem in a graph (see also [9, 11, 12]. But, interestingly, some shortest
path algorithms work in cyclic graphs too. Kátai, after he has been analyz-
ing the three most common single-source shortest path algorithms (The algo-
rithm based on the topological order of the vertices, Dijkstra algorithm and
Bellman-Ford algorithm), concludes that all these algorithms apply cousin DP
strategies [10, 17]. Exploiting this observation Kátai and Csiki [12] developed
general DP algorithms for discrete optimization problems that can be mod-
elled by simple digraphs (see also [11]). In this paper, modelling finite discrete
optimization problems by generalized d-graphs (admitting cycles), we extend
the previously mentioned method for a more general class of DP problems. The
presented new modelling method also makes possible to classify DP problems
and the corresponding DP strategies in term of graph theory.

Then again the most common approach taken today for solving real-world
DP problems is to start a specialized software development project for every
problem in particular. There are several reasons why is benefiting to use the
most specific DP algorithm possible to solve a certain optimization problem.
For instance this approach commonly results in more efficient algorithms. But
a number of researchers in the above mentioned various fields of applications
are not experts in programming. Dynamic programming problem solving pro-
cess can be divided into two steps: (1) the functional equation of the problem is
established (a recursive formula that implements the principle of the optimal-
ity); (2) a computer program is elaborated that processes the recursive formula
in a bottom-up way [12]. The first step is reachable for most researchers, but
the second one not necessary. Attaching graph-based models to DP problems
results in the following benefits:

• it moves DP problems to a well research area: graph theory,
• it makes possible to class DP strategies in terms of graph theory,
• as an intermediate representation of the problem (that hides, to some
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degree, the variety of DP problems) it enables to automate the program-
ming part of the problem-solving process by an adequately developed
software-tools [12],

• a general software-tool that automatically solves DP problems (getting
as input the functional equation) should be able to save considerable
software development costs [16].

2 Modelling dynamic programming problems

DP can be used to solve optimization problems (discrete, finite space) that
satisfy the principle of the optimality: The optimal solution of the original
problem is built on optimal sub-solutions respect to the corresponding sub-
problems. The principle of the optimality implicitly suggests that the problem
can be decomposed into (or reduced to) similar sub-problems. Usually this
operation can be performed in several ways. The goal is to build up the optimal
solution of the original problem from the optimal solutions of its smaller sub-
problems. Optimization problems can often be viewed as special version of
more general problems that ask for all solutions, not only for the optimal one
(A so-called objective function is defined on the set of sub-problems, which
has to be optimized). We will call this general version of the problem, all-
solutions-version.

The set of the sub-problems resulted from the decomposing process can
adequately be modelled by dependency graphs (We have proposed to model
the problem on the basis of the previously established functional equation
that can be considered the output of the mathematical part and the input
of the programming part of the problem solving process). The vertices (con-
tinuous/dashed line squares in the optimization/all-solutions version of the
problem; see Figures 2.a,b,c) represent the sub-problems and directed arcs the
dependencies among them. We introduce the following concepts:

• Structural-dependencies: We have directed arc from vertex A to vertex
B if solutions of sub-problem A may directly depend on solutions of sub-
problem B (dashed arcs; see Figure 2.a).

• Optimal-dependencies: We have directed arc from vertex A to vertex B
if the optimal solution of sub-problem A directly depends on the optimal
solution of the smaller (respect to the optimization process) sub-problem
B (continuous arcs; see Figure 2.b).

• Optimization-dependencies: We have directed arc from vertex A to ver-
tex B if the optimal solutions of sub-problem A may directly depend on
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the optimal solution of the smaller (respect to the optimization process)
sub-problem B (dotted arcs; see Figure 2.c).

Since structural dependencies reflect the structure of the problem, the struc-
tural-dependencies-graph can be considered as input information (It can be
built up on the basis of the functional equation of the problem). This graph
may contain cycles (see Figure 2.a). According to the principle of the optimal-
ity the optimal-dependencies-graph is a rooted sub-tree (acyclic sub-graph) of
the structural-dependencies-graph. Representing the structure of the optimal
solution the optimal-dependencies-graph can be viewed as output informa-
tion. Since optimization-dependencies are such structural-dependencies that
are compatible with the principle of the optimality, the optimization-dependen-
cies-graph is a maximal rooted sub-tree of the structural-dependencies-graph
that includes the optimal-dependencies-tree. Accordingly, the vertices of the
optimization-dependencies-graph (and implicitly the vertices of the optimal-
dependencies-graph too) can be arranged on levels (hierarchic structure) in
such a way that all its arcs are directed downward. The original problem (or
problem-set) is placed on the highest level and the trivial ones on the lowest
level. We consider that a sub-problem is structurally trivial if cannot be de-
composed into, or reduced to smaller sub-sub-problems. A sub-problem is con-
sidered to be trivial regarding the optimization process if its optimal solution
trivially results from the input data. If the structural-dependencies-graph con-
tains cycles, then completing the hierarchic optimization-dependencies-graph
to the structural-dependencies-graph some added arcs will be directed upward.

Let us consider, as an example, the following problem: Given the weighted
undirected triangle graph OAB determine

• all paths from vertex O (origin) to the all vertices (O, A, B) of the graph
(Figure 1.a),

• the maximal length paths from vertex O (origin) to the all vertices of
the graph (|OA| = 10, |OB| = 10, |AB| = 100) (Figure 1.b),

• the minimal length paths from vertex O (origin) to the all vertices of the
graph (|OA| = 100, |OB| = 10, |AB| = 10) (Figure 1.c).

Since path (O,A,B) includes path (O,A) and, conversely, path (O,B,A) in-
cludes path (O,B) the structural-dependencies-graph that can be attached to
the problem is not cycle free (Figure 2.a). We have bidirectional arcs between
vertices representing sub-problems A (determine all paths to vertex A) and B
(determine all paths to vertex B). Since the maximizing version of the prob-
lem does not satisfy the principle of the optimality (the maximal path (O,B,A)
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Figure 1: The triangle graph

includes path (O,B) that is not a maximal path too), in case b the optimal-
dependencies-tree and the optimization-dependencies-tree are not defined. Fig-
ures 2.b and 2.c present the optimal- and optimization-dependencies-graphs
attached to the minimizing version of the problem.

Figure 2: Structural/Optimal/Optimization-dependencies-graphs

3 d-graphs as special dependency graphs

Since decomposing usually means that the current problem is broken down
into two or more immediate sub-problems (1 → N dependency) and since
this operation can often be performed in several ways, Kátai [8] introduced
d-graphs as special dependency graphs for modelling such problems. In this
paper we define a generalized form of d-graphs as follows:
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Definition 1 The connected weighted bipartite finite digraph Gd(V, E, C) is a
d-graph if:

• V = Vp
⋃

Vd and E = Ep
⋃

Ed, where

– Vp is the set of the p-vertices,

– Vd is the set of the d-vertices,

– all in/out neighbours of the p-vertices (excepting the source/sink
vertices) are d-vertices; each d-vertex has exactly one p-in-neighbour;
each d-vertex has at least one p-out-neighbour,

– Ep is the set of p-arcs (from p-vertices to d-vertices),

– Ed is the set of d-arcs (from d-vertices to p-vertices),

• function C : Ep → R associates a cost to every p-arc. We consider d-arcs
of zero cost.

If a d-graph is cycle-free, then its vertices can be arranged on levels (hi-
erarchic structure) (see Figure 3). In [8] Kátai defines, respect to hierarchic
d-graphs, the following related concepts: d-sub-graph, d-tree, d-sub-tree, d-
spanning-tree, optimal d-spanning-tree and optimally weighted d-graph.

4 Modelling optimization problems by d-graphs

According to Kátai [8] a hierarchic d-graph can be viewed as representing the
optimization-dependences-graph corresponding to the original problem and d-
sub-graphs to the sub-problems. Since there is a one-to-one correspondence
between p-vertices and d-sub-graph [8], these vertices also represent the sub-
problems. The source p-vertex (or vertices) is attached to the original problem
(or original problem-set), and the sink vertices to the structurally trivial sub-
problems. A p-vertex has as many d-sons as the number of possibilities to
decompose the corresponding sub-problem into its smaller immediate sub-
sub-problems. A d-vertex has as many p-sons as the number of immediate
smaller sub-problems (N) resulted through the corresponding breaking-down
step (1 → N dependency between the p-grandfather-problem and the corre-
sponding p-grandson-problems). We will say that a grandfather-problem is
reduced to its grandson-problem if the intermediary d-vertex has a single p-
son (1 → 1 dependency). Parallel decomposing processes may result in iden-
tical sub-problems, and, consequently, the corresponding p-vertex has multi-
ple p-grandfathers (through different d-fathers). Due to this phenomenon the
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Figure 3: Hierarchic d-graph. p- and d-vertices are represented by rectangles
and circles, respectively (We used bolded lines to emphasize the optimal d-
spanning-(sub)trees)

number of the sub-problems may depend on the size of the input polynomi-
ally. The d-spanning-trees of the d-(sub)graphs represent the corresponding
(sub)solutions, more exactly their tree-structure. The number of all solutions
of the problem usually depends on the size of the input exponentially.

For example, if a p-vertex has n d-sons, these d-sons have m1, m2, . . . , mn p-
sons, and these p-son-problems have (r1,1, r1,2, . . . , r1,m1), (r1,1, r1,2, . . . , r1,m2),

(r1,1, r1,2, . . . , r1,mn) solutions, respectively, then from the
∑ ∑

rij solution of
the p-grandson-problems results

∑ ∏
rij solution for the common p-grandfa-

ther-problem. The number of solutions exponentially exceeds the number of
sub-problems. The

∑
-operator reflects the OR-connection between d-brothers

and the
∏

-operator the AND-connection between p-brothers.

5 Dynamic programming strategy on the
optimization-dependencies d-graph

In the case of optimization problems we are interested only in the optimal
solution of the original problem. Dynamic programming means building up
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the optimal solutions of the larger sub-problems from the optimal solution
of the already solved smaller sub-problems (starting with the optimal solu-
tion of the trivial sub-problems). Accordingly, (1) DP works on the hierarchic
optimization-dependencies d-graph that can be attached to the problem, and
(2) it deals with one solution per sub-problem, with the optimal one (DP
strategies usually result in polynomial algorithms).

In line with this Kátai [8] defines two weight-functions (wp : Vp → R, wd :

Vd → R) on the sets of p- and d-vertices of the attached hierarchic d-graph.
Whereas the weight of a p-vertex is defined as the optimum (minimum/maxi-
mum) of the weights of its d-sons, the weight of a d-vertex is a function (de-
pending on the problem to be modelled) of the weights of its p-sons. We con-
sider the weight of a d-vertex to be optimal if is based on optimal the weights
of its p-sons. The optimal weight of a p-vertex (excluding the sink vertices)
is equal with the minimum/maximum of the optimal weights of its d-sons.
The optimal weights of the p-sinks trivially result from the input data of the
problem. Accordingly: the optimal weights of the p-vertices are computed (1)
in optimal way, (2) on the basis of the optimal weights of their p-descendents.
This means bottom-up strategy. Computing the optimal weights of the p-
vertices we implicitly have their optimal d-sons (It is characteristic to DP
algorithms that during the bottom-up building process it stores the already
computed optimal p-weights in order to have them at hand in case they are
needed to compute further optimal p-weights. If we also store the optimal d-
sons of the p-vertices, then this information allows a quick reconstruction of
the optimal d-spanning-tree in top-down way [17, 18]).

Defining the costs of the p-arcs as the absolute value of the weight-difference
of its endpoints we get an optimally weighted d-graph with zero-cost mini-
mal d-spanning-tree. We denote these kinds of p-arc-cost-functions by C∗ [8].
Modelling optimization problems by a d-graphs Gd(V, E, C∗) includes choosing
functions wp and wd in such a way as the optimal weights of the p-vertices to
represent the optimum values of the objective function respect to the corre-
sponding sub-problems (These functions can be established on the basis of the
functional equation of the problem; input information regarding the modelling
process).

Proposition 2 If an optimization problem can be modelled by a hierarchic
d-graph Gd(V, E, C∗) (as we described above), then it can be solved by dynamic
programming.

Proof. Since in an optimally weighted d-graph d-sub-trees of an optimal d-
spanning-tree are also optimal d-spanning-trees respect to the d-sub-graphs



218 Z. Kátai

defined by their root-vertices, computing the optimal p- and d-weights ac-
cording to a reverse topological order of the vertices (based on optimization-
dependencies) implicitly identifies the optimal d-spanning-tree of the d-graph.
This bottom-up strategy means DP and the optimal solution of the original
problem will be represented by the weight of the source vertex (as value) and
by the minimal d-spanning-tree (as structure). �

Computing the optimal weight of a p-vertex (expecting vertices representing
trivial sub-problems) can be implemented as a gradual updating process based
on the weights of its d-sons. The weights of p-vertices representing trivial
sub-problems receive as starting-value their input optimal value. For other
p-vertices we choose a proper starting-value according to the nature of the
optimization problem (The weights of d-vertices are recomputed before every
use). We define the following types of updating operations along p-arcs (if the
weight of a certain d-son is “better” than the weight of his p-father, then the
father’s weight is replaced with the son’s weight):

• Complete: based on the optimal value of the corresponding d-son.
• Partial: based on an intermediate value of the corresponding d-son.
• Effective: effectively improves the weight of the corresponding p-vertex.
• Null: dose not adjusts the weight of the corresponding p-vertex.
• Optimal: sets the optimal weight for the corresponding p-vertex. Optimal

updates are complete and effective too.

6 d-graph versions of three famous single-source
shortest-path algorithms

As we mentioned above, Kátai concludes that the three famous single-source
shortest-path algorithms in digraphs (The algorithm based on the topological
order of the vertices, Dijkstra algorithm and Bellman-Ford algorithm) apply
cousin DP strategies [10, 17]. The common representative core of these DP
algorithms is that the optimal weights (representing the optimal lengths to
the corresponding vertices) are computed on account of updating these values
along the arcs of the shortest-paths-tree according to their topological order
(optimal-updating-sequence). Since this optimal tree is unknown (it repre-
sents the solution of the problem) all the three algorithms generate updating-
sequences which contain, as subsequence, an optimal-updating-sequence nec-
essary for the dynamic programming building process. The basic difference
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Figure 4: The strategies of the (a) Topological, (b) Dijkstra and (c) Bellman-
Ford algorithms (We bolded the optimal-arc-subsequence of the generated
arc-sequences)
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among the three algorithms is the way they generate a proper arc-sequence
and the corresponding updating-sequence.

In case the input digraph is acyclic we get a proper arc-sequence by ordering
all the arcs of the graph topologically (this order can even be determined in
advance). Dijkstra algorithm (working in cyclic graphs too, but without neg-
ative weighted arcs) determines the needed arc-sequence on the fly (parallel
with the updating process). After the current weight of the next closest vertex
has been confirmed as optimal value (greedy decision), the algorithm performs
updating operations along the out-arcs of this vertex (This greedy choice can
be justified as follows: if other out-neighbours of the growing shortest-paths-
tree are farther - from the source vertex - than the currently closest one, then
through these vertices cannot lead shortest paths to this). Bellman-Ford algo-
rithm (working in cyclic graphs with negative weighted arcs too, but without
feasible negative weighted cycles) goes through (in arbitrary order) all the
arcs of the graph again and again until the arc-sequence generated in this way
finally will contains, as sub-sequence, an optimal-updating-sequence (see Fig-
ure 4, [10]). The following d-graph algorithms implement DP strategies that
exploit the core idea behind the above described single-source shortest-paths
algorithms.

6.1 Building-up the optimization-dependencies d-graph in
bottom-up way

Our basic goal is to perform updating operation along the p-arcs of the
optimal-dependencies-tree according to their reverse topological order. We will
call such arc sequences optimal-arc-sequence and the corresponding updating
sequences optimal-updating-sequence. An optimal-updating-sequence surely
results in building up the optimal value representing the optimal solution of
the problem. Since the optimal-dependencies-tree is unknown (it represents
the structure of the optimal solution to be determined), we should try to
elaborate complete arc sequences that includes the desired optimal-updating-
sequence (gratuitous updating operations have, at the worst, null effects).

We introduce the following colouring-convention:

• Initially all vertices are white.
• A p-vertex changes its colour to grey after the first attempt to update

its weight. d-vertices automatically change their colour to grey if they
do not have any more white p-sons.

• When the weight of a vertex riches its optimal value its colour is auto-
matically changed to black.
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We are facing a gratuitous updating operation if:

• along the corresponding p-arc was previously performed a complete up-
date,

• the corresponding p-father is already black,
• the corresponding d-son is still grey or white.

Since the optimal values of trivial sub-problems automatically results from
the input data of the problem, the corresponding p-vertices are automatically
coloured with black.

The following propositions can be viewed as theoretical support for the be-
low strategies that build up the optimal-dependencies d-graph (on the basis of
the structural-dependencies-graph that can be considered input information)
level-by-level in bottom-up way (At the beginning all p-vertices are places at
level 0. All effective updates along the corresponding p-arcs move their p-end
to higher level than the highest p-son of their d-end.).

Proposition 3 If the structural-dependencies d-graph attached to an opti-
mization problem that satisfies the principle of the optimality has no black
p-sources, then there exists at least one p-arc corresponding to an effective
complete updating operation.

Proof. Since the optimization problem satisfies the principle of the optimality
the optimal-updating-sequence there exists and continuously warrants (while
no black p-sources still exist) the existence of optimal updating operations,
which are effective and complete too. �

Proposition 4 Any p-arcs sequence (of the structural-dependencies d-graph
attached to an optimization problem that satisfies the principle of the optimal-
ity) that continuously applies non-repetitive complete updates (while such up-
dating operations still exist) warrants that all p-sources become black-coloured.
These p-arcs sequences contain arcs representing optimization-dependencies
and surely include an optimal-arc-sequence.

Proof. Since the optimization problem satisfies the principle of the optimal-
ity the optimal-updating-sequence there exists and warrants the continuous
existence of optimal updating operations (which are also effective and com-
plete) while no black p-sources still exist. Accordingly any p-arcs sequence that
continuously applies non-repetitive complete updates includes an optimal-arc-
sequence, and consequently results in colouring all p-sources with black. �
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Proposition 5 If the structural-dependencies d-graph attached to an opti-
mization problem that satisfies the principle of the optimality is cycle-free,
then any reverse topological order of the all p-arcs continuously applies non-
repetitive complete updates, and consequently, results in building up the optimal
solution of the problem.

Proof. Since the colours of the d-vertices surely become black after all their p-
sons have already become black, any reverse topological order of all p-arcs con-
tinuously applies non-repetitive complete updates. According to the previous
proposition these arc-sequences surely include an optimal-arc-sequence, and
consequently results in building up the optimal solution of the problem. �

Proposition 6 If an optimization problem satisfies the principle of the op-
timality, then there exists a finite multiple complete arc-sequence of the at-
tached structural-dependencies d-graph that includes an optimal-arc-sequence,
and consequently, the corresponding updating-sequence results in building up
the optimal solution of the problem.

Proof. The existence of such an arc-sequence immediately results from the
facts that: (1) Any complete arc-sequence contains all arcs of the optimal-
dependencies-tree; (2) The optimal-dependencies-tree is finite. If we repeat a
complete arc-sequence that includes the arcs of the optimal-dependencies-tree
according to their topological order (worst case), then we need as many upda-
ting-tours as the number of the p-arcs of the optimal-dependencies-tree is. �

6.1.1 Algorithm d-TOPOLOGICAL

If the structural-dependencies d-graph attached to the problem is cycle free
(called: structurally acyclic DP problems), then this input graph can also be
viewed as optimization-dependencies-graph. Considering a reverse topological
order of the all vertices, all updating operations (along the corresponding p-
arc-sequence) will be complete (see Proposition 5). Additionally, along the
arcs of the optimal d-spanning-tree we have optimal updates. Accordingly,
this algorithm (called d-TOPOLOGICAL) results in determining the optimal
solution of the problem.

6.1.2 Algorithm d-DIJKSTRA

If the structural-dependencies d-graph contains cycles a proper vertices or-
der involving complete updates along the corresponding p-arc-sequence can-
not be structurally established. In this case we should try to build up the
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optimization-dependencies d-graph (more exactly a reverse topological order
of its all p-arcs) on the fly, parallel with the bottom-up optimization process.

Implementing a sequence of continuous complete updates presumes to iden-
tify at each stage of the building process the black d-vertices based on which
we have not performed complete updating operations (Proposition 3 guar-
anties that such d-vertices exist continuously). A d-vertex is black only if
all its p-sons are already black. Consequently, the basic question is: Can we
identify the black p-vertices at each stage of the building process? As we men-
tioned above a p-vertex is certainly black after we have performed complete
updates based on all its d-sons (The last effective update was performed on
the basis of optimal d-son). Algorithms based on the topological order of the
all arcs exploit this structural condition. However, a p-vertex may have be-
come black before we have performed complete updating operation along all
its p-out-arcs. Conditions making perceptible such black p-vertices may also
be deduced from the principle of the optimality. For example, if the DP prob-
lem has a greedy character too, then it may work the following condition: the
“best” d-vertex (having relatively optimal weight) among those based on which
we have not performed complete updating operations can be considered black
(Called: Cyclic DP problems characterized by greedy choices). Since Dijkstra
algorithm applies this strategy, we call this algorithm: d-DIJKSTRA.

6.1.3 Algorithm d-BELLMAN-FORD

If we cannot establish one complete arc-sequence including an optimal-arc-
sequence (we will call such problems: DP problems without ’negative cycles’),
we are forced to repeat the updating-tour along a complete (even arbitrary)
arc-sequence of the input graph (structural-dependencies d-graph) until this
multiple arc-sequence will include the desired optimal updating sequence (see
Proposition 6). An extra tour without any effective updates indicates that
the optimal solution has been built up. If the arbitrary arc-sequence we have
chosen includes the arcs of the optimal-dependencies-tree in topological order
(worst case), then we need as many updating-tours as the number of the p-arcs
of the optimal-dependencies-tree is. Since Bellman-Ford algorithm applies this
strategy, we call this algorithm: d-BELLMAN-FORD.
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Figure 5: (a) Acyclic digraph; (b) Structural-dependencies d-graph; (c) Opti-
mally weighted optimization-dependencies d-graph (bolded lines represent the
arcs of the optimal-dependencies d-graph)

 

(a) 

 

(b) 
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Figure 6: (a) Cyclic digraph without negative weighted arcs; (b) Cyclic
structural-dependencies d-graph; (c) The bottom-up building-up process of
the optimally weighted optimization-dependencies d-graph (bolded lines rep-
resent the arcs of the optimal-dependencies d-graph)



226 Z. Kátai
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Figure 7: (a) Cyclic digraph with negative weighted arcs, but without negative
cycles; (b) Cyclic structural-dependencies d-graph; The bottom-up building-up
process of the optimally weighted optimization-dependencies d-graph (bolded
lines represent the arcs of the optimal-dependencies d-graph): (c1–c4) first
updating-tour, (d) second updating-tour
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6.1.4 A relevant sample problem

As an example we consider the single-source shortest problem: Given a weighted
digraph determine the shortest paths from a source vertex to all the other
vertices (destination vertices). The attached figures (see Figures 5, 6, 7) il-
lustrate the level by level building process of the optimization-dependencies
d-graph concerning to the algorithms d-TOPOLOGICAL, d-DIJKSTRA and
d-BELLMAN-FORD (Regarding this problem we have only 1 → 1 dependen-
cies between neighbour p-vertices).

7 Conclusions

Introducing the generalized version of d-graphs we received a more effective
tool for modelling a larger class of DP problems (Hierarchic d-graphs intro-
duced in [8] and Petri-net based models [14, 15, 16] work only in the case of
structurally acyclic problems; Classic digraphs [11, 12] can be applied when
during the decomposing process at each step the current problem is reduced
to only one sub-problem). The new modelling method also makes possible
to classify DP problems (Structurally acyclic DP problems; Cyclic DP prob-
lems characterized by greedy choices; DP problems without ’negative cycles’)
and the corresponding DP strategies (d-TOPOLOGICAL, d-DIJKSTRA, d-
BELLMAN-FORD) in term of graph theory.

If we have proposed to develop a general software-tool that automatically
solves DP problems (getting as input the functional equation) we should com-
bine the above algorithms as follows:

• We represent explicitly the d-graph described implicitly by the functional
equation.

• We try to establish the reverse topological order of the vertices by a DFS
like algorithm (d-DFS). This algorithm can also detect possible cycles.

• If the graph is cycle free, we apply algorithm d-TOPOLOGICAL, else
we try to apply algorithm d-DIJKSTRA.

• If no mathematical guarantees that we reached the optimal solution, then
choosing as complete arc-sequence for algorithm d-BELLMAN-FORD
the arc-sequence generated by algorithm d-DIJKSTRA (completed with
unused arcs) in the first updating-tour we verify the d-DIJKSTRA result.
We repeat the updating tours until no more effective updates.

Such a software-application should be able to save considerable software
development costs.
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