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1. Introduction

Let ξ be a random integer vector, ha-
ving uniform distribution

P{ξ = (i1, i2, . . . , in) = 1/nn} for

1 ≤ i1, i2, . . . , in ≤ n.

A realization (i1, i2, . . . , in) of ξ is
called good, if its elements are diffe-
rent. We present five comparison-based
algorithms which decide whether a gi-
ven realization is good [1, 2, 3, 4, 5, 6,
7, 8].

2. Algorithms

The first algorithms are Forward
and Backward. These algorithms
are naive comparison-based ones.



Forward compares the first (i1),
second (i2), . . . , last but one (in−1)
element of the realization with the fol-
lowing elements until the first colli-
sion or until the last pair of elements.
Backward compares the second

(i2), third (i3), . . . , last (in) element
of the realization with the previous
elements until the first collision or un-
til the last pair of elements.
Linear writes zero into the elements

of an n length vector v = (v1, v2,

. . . , vn, then investigates the elements
of the realization and if ij = k, then
adds 1 to vk and tests wheatherer vk >

1 signalizing a repetition.



Tree builds a random search tree
from the elements of the realization
and finishes the construction of the
tree if it finds the following element
of the realization in the tree (then the
realization is not good) or it tested
the last element too without a colli-
sion (then the realization is good).
Finally Modular handles

m = d
√

(n)e queues and puts the
element ij into the i-th queue if ij gi-
ves a residue i mod m. Modular
tests wheather ij appeared earlier using
linear search only in the correspon-
ding queue.



3. Efficiency of the algorithms

Forward and Backward work
in best case (Θ(1) time, in worst case
inΘ(n2) time and in expected case in
Θ(n) time.
Linear works in Θ(n) time in all

cases.
In expected time Tree works in

Θ(log n
√

(n) time while Modular
is asypptotically optimal since it works
Θ(
√

n) time.
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