Parameterized complexity of Sudoku
(Jena, 26 May of 2008)
(http://compalg.inf.elte.hu/~tony/Jena-2008)
               1. History
Let n be a positive integer,  N = {0, 1, 2, …, n}, N+={1, 2, …, n}. A latin square L of order n is an nxn sized array (grid, matrix) filled by the elements of N+ (that is L[i,j](N  for  1≤ i, j≤n),  in which each row and each column contains the elements of N+ exactly once.  Here is a Latin square of order 4 (the so called back circulant or cyclic or shifted square of order 4):

	
	1
	2
	3
	4
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	3
	4
	1
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	4
	1
	2

	
	4
	1
	2
	3


Let n be a square number, that is n=m2 and M ={0, 1, 2, …, m2},  M+={1, 2, …, m2}. Since n is a square number, an nxn sized array can be divided into mxm disjoint subarrays (called blocks) of size mxm. A sudoku square S of order m is an m2xm2 sized array filled by the elements of M+ (that is S[i,j](M+  for  1≤i, j≤m2), in which each row, each column and each block contains the elements of M+ exactly once. Here is a sudoku square of order 2 (the so called shifted sudoku square of order 2):
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Rows, columns and blocks are called houses. The elements of the array are contained in cells. 
A sudoku puzzle P of order m is an m2xm2 sized array filled by the elements of M  (that is P[i,j](M  for  1≤i, j≤m2). 
According to these definitions we have 516 order 4 latin and order 2 sudoku puzzles and 1081 order 9 latin and order 3 sudoku puzzles. It is known that there are 576 order 2 latin squares and 288 2 order sudoku square (50 %),  5524751496156892842531225600≈6x1027 9 order latin squares and 6,670,903,752,021,072,936,960≈7x1021  order 3 sudoku squares (≈0.00012%). 
Here is a sudoku puzzle P of order 2 (instead of 0’s empty cells are used): 
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To solve a sudoku puzzle P means to get all sudoku squares S which can be constructed substituting all nulls of P by the elements of  M+, or to say that P has no solution.
According to the majority of books the most popular form of sudoku puzzles was proposed by Howard Garns American architect and puzzlemaker in 1979 as a puzzle “number place”. Its popularity and actual name sudoku is due to the Japanese puzzle publisher Nicoli. We can remark that the special case without blocks was investigated by Leonhard Euler, and a more general case (where the grid was divided into m regions of size m cells each) was investigated by a German statistician Behrens in 1956. Similar squares and cubes were investigated more then 2000 years ago in China as magic squares [Wikipedia2008] and  recently as perfect squares and cubes [HorváthI2008, Iványi1998,Knuth2005,Knuth2008]. 
2. Classification of Sudoku puzzles (according to size, number of given data, number of solutions, complexity)
A natural parameter of a Sudoku square is its order (m). 
The number of solutions is either zero (unsolvable or Bad puzzle) or more (solvable puzzle). If a puzzle has exactly one solution, it is called Good. If a puzzle has more solutions, it is called solvable, but Not good.
According to the order m = m(P)  and number of solutions s = s(P) the sudoku puzzles can be classified as follows: 
	s/m
	m = 2
	m = 3
	m = 4
	m = 5
	. . .

	s = 0
	B2
	B3
	B4
	B5
	Bm

	s = 1
	G2
	G3
	G4
	G5
	Gm

	s ≥ 2
	N2
	N3
	N4
	N5
	Nm


It is easy to show that each class contains puzzles.

1) Let m≥2. If P[1,1]=P[1,2]=1, then the first row of P can not contain all elements of M+, therefore the set Bm is nonempty.
2) Now we construct an element of G3. Let P[1,i]=i (1≤i≤m2). Then we fill the (jm+1)-th row (1≤j≤m–1) shifting the first row left by j. Finally we fill the (jm+k)-th line (0≤ j≤m–1, 2≤ k ≤n) shifting the previous line left by m (in increasing order of k).
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Using this method we can get a good m2xm2 sized square for any m.

3) We can get an element of the set of puzzles with several solutions Nm removing all 1’s and 2’s from an element of Gm; then one solution is the original square, and we get a second solution writing 2’s into the cells where earlier were 1’s, and writing 2’s into the cells, where earlier were 1’s.

The different printed and digital sources very often classify the puzzles according to their complexity, e.g. as easy, medium, hard and very hard ones. Our system is similar but contains more classes, actually 63 ((0, (1, (2, …, (62). The class (0 contains the puzzles having a unique solution, which can be found by algorithm A0.  If  1≤i≤62, then the class (i contains the puzzles which have a unique solution, which can be found by algorithm Ci, but can not be found by algorithm Ci-1. The result is the following classification:
	s/m
	m = 2
	m = 3
	m = 4
	m = 5
	. . .

	s = 0
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62

	s = 1
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62

	s ≥ 2
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62
	i=0, …, 62


In connection with this table we introduce a new type of puzzles (after G, B, N):  U (Undetermined) means, that a given algorithm Ci could not determine the type of the investigated puzzle.
One of the natural parameters of a sudoku puzzle S is the number of its elements d(S). The trivial bounds are 0≤d(S)≤m(S)4. The corresponding classification:
	s/m
	m = 2
	m = 3
	m = 4
	m = 5
	. . .

	s = 0
	d=0, …, 16
	d=0, …, 81
	d=0, …, 256
	d=0, …, 625
	d=0, …, m4

	s = 1
	d=0, …, 16
	d=0, …, 81
	d=0, …, 256
	d=0, …, 625
	d=0, …, m4

	s ≥ 2
	d=0, …, 16
	d=0, …, 81
	d=0, …, 256
	d=0, …, 625
	d=0, …, m4


These subclasses are sometimes empty. E.g. a bad puzzle has at least 2 elements. We know, that a good sudoku puzzle of order 2 contains at least four elements. It is conjectured that if a sudoku puzzle of order 3 has a unique solution then it has at least 17 elements. Also it known, that if a sudoku puzzle has at least two solutions, then it contain at least 4 empty cells. Therefore the previous bounds can be improved:  

	s/m
	m = 2
	m = 3
	m = 4
	m = 5
	. . .

	s = 0
	d=2, …, 16
	d=2, …, 81
	d=2, …, 256
	d=2, …, 625
	d=2, …, n4

	s = 1
	d=4, …, 16
	d=17?, …, 81
	d=?, …, 256
	d=?, …, 625
	d=?, …, n4

	s ≥ 2
	d=0, …, 12
	d=0, …, 77
	d=0, …, 252
	d=0, …, 621
	d=0, …, n4− 4


Summary: the class of a sudoku puzzle P is given in the form mti-d, where m is the order of the puzzle, t is the type of the puzzle (t ({B,G,N,U}), i is the minimal index of the algorithms Ri solving the puzzle and  d is the number of the input data.

3. Parameterized sudoku algorithms

The next table contains the basic data of some parameterized sudoku algorithms:

	Short name
	Full name
	Usual values of k
	Indices in ROSA
	Concrete Names

	Nk
	NAKEDk
	1,2,3,4
	A1,A4,A7,A10
	Naked Single, Naked Pair, …

	Hk
	HIDDENk
	1,2,3,4
	A2,A5,A8,A11
	Hidden Single, Hidden Pair, …

	X k
	Xk-WING
	2,3,4
	A6,A9,A12
	X-Wing, Sword-Fish, …

	Yk
	Yk-WING
	2,3,4
	A13,A15,A17
	XY-Wing

	Wk
	Wk-WING
	2,3,4
	A14,A16,A18
	XYZ-Wing, XYZW-Wing


Algorithm NAKEDk  investigates k (1≤k≤m− 1) choosen cells of a choosen house H. It counts, how many different candidates are allowed (not excluded) by the neighbours. There are 3 cases: if the number of candidates f<k, then the investigated puzzle is unsolvable; if f=k, then the given cells and candidates form a naked k-tuple, and these candidates can be excluded from the remaining cells of H. Finally, if f>k, then algoritm NAKEDk is not useful in the given situation.

Algoritm HIDDENk  counts, in how many cells (f) of a choosen house H are permitted  k choosen numbers as candidates. If f<k  then the puzzle is unsolvable; if f=k, then the choosen numbers and cells form a hidden k-tuple and  are forced to fill the k cells of H, therefore the remaining candidates can be removed from the choosen cells.
Algorithm Xk  investigates a fixed candidate j in k parallel lines (rows or columns) of a given sudoku puzzle P. At first it counts that in how many lines (p) perpendicular on the choosen lines do appear the candidates j. If Ha p<k, akkor P is bad. If  p=k, then the algorithm determines, how many (c) independent (belonging to different rows and different columns) candidates j are in the  k2 crosspoints of the 2k lines (the given data must be chhosen in any case).  If c<k, then P is bad. If c=k, then we can remove the candidates j from the remaining cells (different from the crosspoints) of the perpendicular lines.

Algorithm Yk investigates k+2 choosen cells,  

· one of these cells is the pivot cell (V) containing j1, j2, …, jk;
· another cell (T) cella (target cell) contains a candidate J different from the previous ones plus at least a further candidate (+);
·  further k pincer cells (C1, …, Ck), which are neighbours (that is they are in the same cell) of the pivot cell and the target cell, and  Ci  contains  ji and J. The pairs V-Ci are called Y-wings.
If V contains ji, then  ji is excluded from Ci , therefore the contents of Ci will be J . So in all cases of the possible contents of V, J  can excluded from T. If k=2, then the special name of the algoritm is XY-Wing.  

Algorithm Wk is similar. The difference is only, that the pivot cell contains J too,  further the pivot cell and target cella re also neighbours. The special name of algorithm W2 is XYZ-Wing, and the special name of W3 is XYZW-Wing or WXYZ-Wing. 

4.  Sudoku programs 
We use very often 3 programs: Explainer [Juillerat2007] is the stronger, Sudocue [vanderWerl2007] writes good logs and Sudoku1 [Balazs2007] is able to solve puzzles of arbitrary order. 

5. Results and open problems

5.1. Consistency of Latin and sudoku puzzles

Let Πm be the set of all sudoku puzzles of order m, Σm be the set of sudoku arrays of order m and Γm  be the set of the consistent sudoku squares of order m.   Several authors (e.g. Dennis Thom in Stuttgart [Thom2007]) assert that the decision problem P( Γm  requires in worst case ((m6) comparisons, since P can contain ((m4) elements and every element has 

(m2−1)+(m2−1)+(m−1)x(m−1)=Θ(m2) neighbours.

We propose the following algorithm to solve the CONSISTENCY problem, in which row_i, column_i, house_i and cell_i denote the row, column, house, resp. cell index of a given cell.

Algorithm CONSISTENCY:

Input: m (order of a puzzle), P (a sudoku puzzle)

Output: L (a logical variable), F (the frequency array)

  1  L ←TRUE

  2  for i←1 step 1 until 3m2

  3        for j←1 step 1 until m2

  4              F[i,j]←0
  5  for i←1 step 1 until m2

  6        for j←1 step 1 until m2
  7              if P[i,j]>0

  8                 then F[house_i,cell_i]←F[house_i,cell_i]+1

  9                          if F[house_i,cell_i]>1

10                             then L←FALSE

11                                      return L
12  return L
LEMMA 1  If P(Πm  then the solution of the decision problem  P(Γm  requires in worst case ((m4) time. Algorithm CONSISTENCY solves the problem P(Γm  in worst case O(m4) time. ■
CONJECTURE 1  If P(Πm  and the puzzles have uniform distribution then the consistency of the puzzles can be decided in O(m2) time. If we can the frequancy array by zeros in O1) time then the consistency can be checked in O(m) time.  ■
5.2. Uniqueness sets of puzzles solvable by Baby_step

One of the simplest sudoku algorithms is Baby_step. Its basic idea is that if a house contains only one empty cell and the numerals are different then it is forced to fill the empty cell with the missing numeral. Brouwer [Brouwer2006] writed that if a 9x9 sudoku puzzle can be solved by Baby_step then it contains at most 21 empty cells.

LEMMA 2 [Burcsi2007] a) If a sudoku puzzle of order m is solvable by Baby_step then it contains at most 3m2−2m empty cells. b) Any sudoku array of order m contains a uniqueness set solvable by Baby_step. ■
PROOF a) Consider the system of  3m2  linear equations in which the elements of a sudoku array are the unknowns and the i-th equation contains the information that the sum of the elements of the i-th house equals to 1+2+...+m2. The equations are not independent. If we know the sum of the elements in the all rows, in m2−1 columns and in the (m−1)x(m−1) right lower blocks then the equations for the remaining  houses can be derived. 

b) If we left the first row, the first column and the left upper elements of the (m−1)x(m−1) right lower blocks then we get the required uniqueness set. ■
Using these lemmas we can prove the following theorem.

THEOREM 1  Algorithm Baby_step can be implemented  with worst-case running time O(m4). ■

5.3. Complexity of Sudoku versions

Since a Latin or sudoku puzzle can have a supurpolynomial number of solutions therefore the general problem (to list all solutions) in not in NP. Colbourn proved [Colbourn1984] that the solvability problem of Latin squares in NP-complete. He also proved that the ASP of Latin puzzles is NP-complete. Easton and Parker proved [EastonP2001] that the solvability problem remains NP-complete even if each row and each column can contain at most 3 empty cells, and at most 3 different numerals can  be missing.

Yato proved [Yato2003]  that sudoku solvability, sudoku ASP, and sudoku n-ASP are NP-complete problems. The main question of solving puzzles is open.

CONJECTURE 2  Even good sudoku puzzles are unsolvable in polynomial time. ■
CONJECTURE 3  Algorithm ROSE solves the general sudoku problem in polynomial expected time. ■

5.4. Critical sets of Latin and sudoku puzzles

A critical set is such uniqueness set, which has at least two solutions if we delete any element from it. Let scs(n) be the size of the smallest critical set of the Latin squares of order n.

THEOREM  2 [CooperDonovanSeberry1991] If n is a positive integer then scs(n)≤ |_ n2/4 _|.

CONJECTURE 4 [CooperDonovanSeberry1991] If n is a positive integer then scs(n)=|_ n2/4 _|.

The theorem is based on some subarrays of the cyclical Latin squares. If n is even then a triangle of height n/2 in the left upper corner and a triangle of height n/2−1 in the right lower corner form a critical set. E.g. if n=4 then the critical set is as follows:

	
	1
	2
	
	

	
	2
	
	
	

	
	
	
	
	

	
	
	
	
	3


If n is odd then we get a critical set choosing in both corners a triangle of height n/2−1.  It is also proved that these critical sets can be solved by the algorithm A1=Naked_Single.

Let SCS(Pm) denote the size of the smallest critical set of a sudoku puzzle Pm of order m.

LEMMA  3  If Pm  is the shifted sudoku puzzle of order m, then SCS(Pm)≥ m2(m−1). ■
PROOF. Consider the case m=2.
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In the upper two elements of the first and third columns form a so called sudoku threads: if we remove these 4 elements then the remaining puzzle has at least 2 solutions: the original array and also another one in which we write 3 instead of 1 and 1 instead of 3. Therefore every uniqueness set (und therefore every critical set) has to contain at least one element of such a thread of second order. The observation can be generalized: the shifted sudoku arrays can be divided into mxm threads of order m, and any critical set has to contain at least m−1 elements of every thead. ■

If m=3 then this lemma gives a lower bound SCS(P3)≥18. It means that any uniqueness set of the shifted 9x9 sized sudoku contains at least 18 elements.

It is interesting to compare the results on critical sets of Latin and Sudoku squares. Majority of researchers thinks that among the Latin squares the cyclical ones (and only the cyclical ones) contain the smallest critical sets. But a large data base of Gordon Royle [Royle2008] containing more then 47000 good 9x9 sized sudoku puzzles with only 17 elements shows that among the sudoku puzzles this is not true.

CONJECTURE 5 [vanderWerl2007] The smallest critical set of sudoku puzzles of order 3 contains 17 elements.
5.5. Unsolvable consistent sets
It is known that consistency is only a necessary condition of the solvability of puzzles. For example the Latin square
	
	1
	2
	3
	

	
	
	
	
	4

	
	
	
	
	

	
	
	
	
	


is consistent but there is no place for the numeral 4, therefore this puzzle is unsolvable.

CONJECTURE 6 [Evans1960] Any consistent Latin puzzle of size n−1 is solvable. ■

Smetaniuk [Smetaniuk1981] proved this conjecture. The axample shows that the bound is the best possible.

THEOREM 3 [AdamsBryantBuchanan2008] If the order of a Latin puzzle P is at least 6 and the data of the puzzle are exactly in two rows and in two columns then P is solvable. ■

It is easy to give a bit stronger version: if the data can be covered by 2 rows and 2 columns then the puzzle is solvable.
The following sudoku puzzle is consistent but unsolvable: 
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CONJECTURE 7 Any consistent sudoku puzzle of size m2− m is solvable ■

The example above shows that the bound is the best possible.

6. Thüringer puzzles

6.1. THÜRINGER  ALLGEMEINE/Friday, 23 May, 2008-05-23: 3A1-35
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Algorithm ROSE can not use A0=Baby_step, but the following table of candidates shows, that the original puzzle contains 5 naked cells:

[image: image7.png]udoku Explainer

Fle Edt Toos Options telp

Sudoku Grid

Hints classification

=181]

50 Hints (1 hint)
=3 Informations

=9 Analysis
L]

Explanations

@ viewL

Cvenz

C1 C2C3 C4 C5 C6 C7 C8 C9

25 slvig echniues re deabled

I Filter fints with similar outcome

Hint rating: 1,2

Analysis results

Difficulty rating: 1,2

46 x Hidden Single

Actions

This Sudoku can be solved using the following logical methods

Solve step

Aoply bk

Get allhints

[Java Applet Windon,

_ex |





Algorithm ROSE finds the following unique solution using 46 times algorithm A1=Naked_single:
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        6.2. OSTTHÜRINGER ZEITUNG/Friday, 23 May, 2008-05-23: 3A1-33
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A0 is not useful, but the table of candidates shows 2 naked cells:
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A1 fills these cells, then finds further naked cells, and finally gets the following unique solution:
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6.3. THÜRINGISCHE LANDESZEITUNG/Friday, 23 May, 2008-05-23: 3A2-33
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Algorithm A0  is not useful, but the table of candidates shows, that A1 can be used once:
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Algorithm ROSE solves this puzzle using once A1 (Naked_single) and then 47 times A2 (Hidden_single). The unique solution: 
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