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Abstract: A performance measure (hhc Speed) of computer mathe-
mabical models is defined. This measure is given as a function
of hardware and program behaviour parameters for Bélady's
compuber model with paged memory and Vulihman’s model with
interleaved memory,.
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l. Introduction

Computer performance is investigated by empirical, simu-
lation and analytical methods [}J .

The analytical method is based on the analysis of mathema-
tical models reflecting the essence of processes by "exact"
methods /e.g. queueing or Markov-chain theory, combinatorics
etc./.

Due to the inaccuracy of models the analytical method
usually pives only a rough estimate, but the results are gene-
ral and convenient for computer planning or development.,

In this lecture we recommend an analytical method, based
on Bélady's [é], Coffman’s [E] and Kogan'’s [}j methods and give

some concrete formulas derived DY +this method.



2. Definition of the speed

The set N :{\Jl Fe vy Vn} (1( n(ao) is called a prog-
ram, and the sequence (‘)Tzrl“'rff (ls Tgoa, r €N, t:l\,..., T)
consisting of elements of N /T-element permutations with
repetition/ is called a program realization of length T .
Denote NT the set of all possible sequences Q’I' . Denote
'UE“"T] the processing time of a sequeunce C.)T on given computer
model . The distribution of the elements of N in the
sequences Q)T i? called program behaviour [5_-]. This behaviour
is given by the set D = {Dl,...,DT} of distribution-
functions Dl,a..,DT where DT [QJT] gives the probability

of Ca..J|11 in the space of events NT, that is

i VwT o€, [wW,]s2

and

TR %\{f meleoed oo

Further we suppose
n

12,3/ : Dp,q [‘*’T "’i]= DT[C"')T] g

B=d

Instead of D’I‘[wt[‘] we use t.he marking D[OJT] °
Denote the set of D’s satisfying the conditions /2.1/, /2.2/
and /2.3/ by ).

In this lecture we use 6 simple bahaviour model: homo-
geneous [6], cyclical [6], random [2_], random with step [3] ’
random with repetition [’7] and independent [5] ones, Let

HOM, CYCL, RAN, STEP_, REP_ and IND denote them.
P p Piseceyb,



T

According to the homogeneous model the references are

equivalent, that is

/:-j ."Ji'/ P{I’-IZ \’i}: —T]-;.- {lj]d 3‘_{,;:1‘1 (t:a,;, asey i:]’ s s ,l’l) .

This formula is equivalent to the following definition:

) e in CaJk e e

1
3
/2.5/  HOM [wk] = e P
0, otherwise,
According Lo the cyclical model the step \)i, \,i+1

v =V has a probability 1, that is
n+1 1

56 e e . . = -
/2.6/ P{jl_ Oi} = & and P{It—:-l" vi+l -

(ﬁ:l,a,...; i=1,---ﬂ9-

This formula is equivalent to the following definitions: |
1

Y h) s [CJJ =y Af dn QJK from ri= Vi,rt+l=\).
[y 1 J k =

J

follows jli+l<mod n)
O, otherwise.

(t:l,:a, )

According to the random model i the relerences occur

randomls that is
N

/2.8/ P{I‘t:\)i}: L (18 L)

This formula is equivalent to the following definition:
n

According to the random model with repetition the

repetition has a probability p, and other references have

a probability =P :



: y B 1 eV
/2.10/ Pf(‘lz Qi} == *5, P{I‘tz vi}: = .
TmEe e

(6=2.35. o1y, 00)

This formula is equivalent to the following definition:

k-1
/2.11/ REP, [w_k]z L. pf(%-?f—) (k=1,2,...)

where f 1is the number of the repetitions in Cdk o
According Lo the random model with step [i] the step
Qi’ \«)i+l ("n-;-l!vl in Cle has a probability p, and

other references have a probability L"—'-E:

T Py L Ty 9=V
feete/ P{rf"i}:'ﬁ' P{rt"uij‘ |

S 14 i f o
T S

(t=2,3, soadi=lieicn)s

This formula is equivalent to the following definition:

k-f-1
gl = e 2
/2.13/ STEP [wJ: L, bTbP[wll“ Top (n_l) (k_l,2,..),
where f 1is the number of the steps in Q)K °

According to the independent model [5] the reference

to the page \’i has a probability p; , that is

/2.14/ P{rt =vi}= D, (t:_l,z,...) :

This formula is equivalent to the following definition:

- n
Tl
2515 I = :
il 2 Dpls---an [Q)k] : I(Pl) ]
3 .

~where . f, 1s the number of the refererces to the page \’i .



Computer performance is characterized by the number of
operations in a time unit: V.V is called the speed of the
computer model and is determined by the formula

#5 16] v €% 1im inf

1.
— 00 T
e g fw]Thod

If.in /2.16/ we have existance of the lim in addition
to the lim inf, then this 1limit is denoted by 7V’ .,
Our aim is to determine the speed for various computer

and program behaviour models.

5. The mathematical model of computers with paged memory

For the investigation of computers with paged memory we

use the well-known model proposed by Béelady [2] in 1966,

4, 4,

Pyy Toyees | CPU ven [@18-8) | gg

(D) m pages n pages
Fig 1. The scheme of a computer with 2 level paged memory.

The computer consists of a central processor unit /CPU/,
an m-paged main memory /MEM/ and an n-paged backing store
/BS/. The CPU has direct access to MEM-access time &, -
while an indirect access to BS-access time Al+ Ag, The

paging is controlled by a demand paging algorithm; The set
of demand paging algorithms is denoted by -)t .

For this model the speed VP is [8]



= s

1

V. ’
D

i

1

where ©C 1is the average cost of a reference, that is the

8,

1

page fault probability [E]. By definition i

Eraer G C(m,n,A,D) = lim sup E : D[(""k] i=1

k —3»00 wke N

where A e)t, D6 I),

k

. T £ Ll S
g O, 1L Iie £
/‘.j S. o g . =
352/ f i,m,n,Wn,4 s
15 af ri¢ £)
and St is the set of pages in MEM at time t. Bt is called
the memory state. If in /3.2/ there exist a limit, then it

is denoted by C? .

4, General assertions on the speed of computers with

paged memory

Lemma 1. ([7]).13‘? Al}" 0, and 18§ m<nfdo , T hen

L C(m,n,A,HOM}S'O(m,n,A,D)< C(m,n,LRU’CYCL) P
that is for the speed
Ag,m,n,LRU,CYCL)f}

%n(?
/2 ﬁ—— Vv, Al,A2,m,_n,A,D)< vp(ﬂl,ﬁg,m,n,g,ﬂor@:
== '

:j]—_

holds.

Definition l(Eﬂme demand paging algorithms, for which



ha

_ ) Bt
S4B/ ij[ll *VTQ E (S-(i,m,n, Q.)T},A) = i:::é.(i,rq',l’lj%lﬁ)rfq,ﬁ)

are called sequential [6]. The set of the sequential algorithms

is denoted by .
Lemma 2, 1f le&m<&nso, then for every BG& and for every Dep

e/ Ci,p=lin inf Ecu I:»'i'k D [“’1_1‘;“&(4 C(m,n,B,D) €

R gy
qlm—rééfp GEN v Jd -

Definition 2. Let DS? and 1"I+' (1{:1,2, ey i-Jl_':S I'Tik) be

civen. Denote a,. the sum g?k DE’J ] L
LS ey K

/He5/ lim 8y = O,
k -pc®
then we shall say, that the sequence N'E has zero limit-
k

density in N~ .

Lemma 3., (E?]),If for a given D Ghere exist an m-tuple of
pages /11,..., M. and € 70, for which

146/ ¥ oy p[w, v;]2€- 1w ] holds, then
the sequence N+ has zero limit-density in Nk ., where

1]{ i o aat K k - 1 ¥ 3 t —_ )
NY is the set of W,ENC , for which l-btl_lst(m, cAJk,B)’«cm.

Definition 3. Let be given. The sequences of length
m = : 1 B

IR, /E=01ya5f -1Genticsl o OJT up to the T-th ele-
ment, are called the bundle :'Tf [UT]with root QT and
length £ . :

Definition 4, The average cost of a references C in a gi-

ven bundle Trf[“-)T] is by definition

: ol
[4.7 / C=C /M0, kD, QJT/ = llm e.'ﬂ;_T[wI] D[“JLJ or



where D [a{{] iz the probability of sequence K
(Q),, =3 Itk—‘{' [ w ‘I‘]) within the bundle, that is

: b b ‘-‘-)k_] D [w,]
/) o 8 = - d = k -
- / & [w k] “’i( € J -7 [“‘ 7] = ['wk] n [wTJ

] ! ) e
Lemma 4. ([’7]), Lel N: denote Lhe set of &J}r -8 not belonging
. w E

: : ; 0 ¢
to any bundle, which has a cost C " . If the sequence 1-J+

e ey | :
A has a zero limil density in N, then C m,n,B,D)

T

exists and is G

5. Theorems on the speed of computers with paged memory

Theorem A /Bélady, 1966/ E2_]. If L is a nonlookahead

demand paging algorithm, then

/Sty C (m,m:L,i{'A;_q): _n~m -

n

Theorem B /Aho, Denning, Ullman, 19?1(‘:5]). If 1€ n<n<a
n

Cher 2
‘ 2 0

n
B2/ C’(m,n,OP’l‘,IND) = z :pi - d=m :
i=m

=M

vhere OPT is the optimal paging algorithm, always replacing

the page of S, with minimal p, [5] S

Theorem C. /Stoyan , 1975/([8]). If 1€$m<n<<ow, then
/5.3 / C'(rn,ntl{]ﬂ_{i‘a’ RAN): =2 /a=0,1,...,m-1/,

where R.E’.F‘a is a lookahead algorithm, which knows a references



ahead, and holds required jages in the memory if possible,

and chooses randomly among Lhe obhers.

Theorem ([2]) I l€esm<n<eo eand Osgagm, then
C?/m,n, BBV , qul /

1’.

/54 / :
: /n-m/ /i-0/

. m-1
n=1 +[n]n/rl,u—l/j/i-ﬂjw/w*Eux/O,‘a m“‘ﬂ( -Hi‘/j“ u/ / o

Theorems A and C tollow from theorem 1 /in cases

a=0, p:}lj and Ofaswn-1, )~- /

Theorem 2 ([7]) If 1lxm<n<es, Lhen

/505’ / ok m,n,i')l"‘b,l::ﬁﬂ): n]f_lm (‘JE'I';T‘];) i /b::O,l.’/!

where PPb is a lookahead algorithm, which knowé at time &
the next b references, differing from r, and each other,
and hold these pages if possible, in the memory, and chooses
randomly among the others

In case b=ly @ o=2, n#=3, it Tollows from Hheorem - 2
the partial resolution of the problem, investigated by

Belady in 1966, namely G’(E,ﬁ,MIU,HAN) =

Do
L ]

Theorem 3 ([ﬂ)lf 1€n<d n<m and a»0, then

0’/2,5,H5Fa,REPp/ 2

/938 ¢ o

; ;+[mln/1,1{}/1—p/+u10n[ﬁax/0,a—l{]pfl—Panl/ .

From this theorem it follows /in the case a®00, when




=ine

REF a - IIN/, that

/5.7 /  C'/2,5,lIN, BEP / = i=p -

6. Mathemntical model of computers with interleaved

memory

We investipgate the following model of compublers with

interleaved memory due to V.E.Vulihman Ehﬂ:

CPU t 20

qT:rl,rP’.:..

By 2

T
bz'ta

Fig.2. Scheme of computers with interleaved memory

The computer consists of a central processor unit /CPU/
and modules of memory pl,..., @T . Uhe set of modules is de-
noted by B. The elements of th are generated by the CPU
requireing %}2&C¥ time per element., A request to a module
reserve that module for a time Tb 7’ta during this time other
request can’t be served by this module. If the module being
requested is occupied, then the generation of Q)T will be

suspended until the module is free,

The speed of this model is denoted by Vi s

7. General assertions on the spead of computers with interleaved
memory

Hellerman in his book ﬁg, Bokova and Tzaturyan in their



—-11=

paper E}q proved the following assertions.

.LH];H 1 ([6]) .‘ Tb b 4 t-l‘?/ O, then for every nep Bas- TR s te Y
rel
3 1 ; , I y 1
IT1f T%"’ = VI/6, T, T, HOM/ ¥V /6, Ty, 7, D/ V3 /64Ty, v, CYOL/=
=
T
= -%- min /7, 9
b

where HOM and CYCL are the homogeneous end cyclical beha~-

viour model.

Definition 5., Let "-Pi /L_fO:O/ denote Lhe processing time

of (.l.),r up to i-th element. Then the increment due to the
i-th element is o=2Y. -¥. .

=Tt me 2 | J; :Fl L1

_ s

Example, Fbr every 6-126 N

T < Rt =T
Hng —J% * S

L it r2;¢.rl »

Lemma 6, ([.lﬂ). £ Ty> t,2 0,  then

I7e2 7 c;l = Tb

757 lim inf 1 3 g 3
E o - D[wkj—crl{ < Vi/ta,Tb,L,h F
W,
< lim sup L D[_w ] J'
Sl e o T
W, N :
Lemma 7. ([] ]]) "l?b b té > t;ﬂ’ 2 0 , then

sV (e R € V(5 s Ty,

Lemma_ ([11]) TE-T B b R0, end r'yp .. thep



-12-

FPs5-f Vi/ta’Tb’r”D/ 2 Vi/ta,rl'b,l"’, B

8. Theorems on the speed of computers with interleaved

memory

Theorem q-,(E?‘]), £ Tb > 't;c1 20, then for = 31
]

Vi /6

2T} Ty RAN/§

8t =1t ta:O, then for r 21;
T
b/ if =2 €t €T, then for r B1;
To
e/ if O<ta<—’2_ - then for -r=l.2%
In the formula /7.6/
rir=l) g STy -1/
/707/ p1: rj—'l‘l {/1‘1&1’/,
and
Pj
/7.8 /7 Py 3 = /1Qigr, 1€ J€ 1/
1 d g
ieps
i=1
The following corollaries follow from theorem 4
cases.,
Corollary 1  /Hellerman, 1967/(6]),If t, =0 and

Efg)

as special

rZ1l, then



+

_15...
T
/7&9 / V_;’ /O,Tb,]f',HAN/ = -—-r]ﬁ——- 1opi “
= g o Z:;
1=

Burnett, Coffman [Z’] and Stone E.&] proved a more general

assertion.

Theorem D /Burnett, Coffman, Stone, 1974/ ‘—),12-],
PR = 4 - atid r&1; then .

a

V3 /0, Ty, 5T6P / =

/710 / = Foio il : k-3-1
= E : 2 :(kgl) p (‘f:r) " On-g k-3
k=1 J:O ;
where g
| E::j 5 (51}
.11 o - . ;"'"“"I -J- . s b o
7o L1/ Gn,k ( Q 3 /n=j-1/ /n-j-2/ /n=-k+1/
j=0
Illb
Corollary 2. If =€t . T, and 1t 31, then
1

o S i m . RAN =
/7.12 / V1/t,,Ty,r,RAN/ = T oo Y
T b+( 1’) #

Corollary 5. If Th>ta20, Lhen

e ¥ 1
o N ST RN =
W et ey T it e
. 3 ta-i- 5 Tb-l- ¢ max /ta,Tb-—ta/

Corollary 4, If Tb 7ta?0 and rzl, then .

/7167 N Mg Tyym, RAV/ S —— é -
T b "r) 3

On the base of the formula /7.9 / it is not easy to

esbtimate the order of V:!L/O,Tb,r,RAN/, therefore the following



[ AR

theorcms are interesting.

Theorem B. /Hellerman, 1967/ ([._6]). If 1$r<45, then

5 0,56
17215/ o,%,ro'-764V;L/O,fl?b,r,Rm:-I/<1,04 sE

Theorem F, /Vulihman, 1972/ ([IO]) If ©31, then
/7.16/ V{/O,Tb,r-,HMI/_g(\/Eﬂr') ?1; ;

We proved the following more general theorem.
Theorem 5o ([ljﬂ).lf tfi.—,O and T 21, th%g_l =

e
197 A (\BE _1)<vi/o,T ,r,RAN/= . = \/___E‘F D

bnr

In our paper [’7] we used a simple direct proof. Using a
result due to G. Szegd [:li] we can proof a formula with a

smaller additive constant, which is exact.

Theorem G, /Szegh, 1928/ E"{D' 0 R e - nonnegative inte-

ger number, then

M

2

q
eq:l.-k‘—i‘—!— oWy doeae & %—!’s’q’

o=

/7.18/

where ‘92}:-12‘- and ‘G’q tends monotonically to

\ON [

as Qq-»0 .

Theorem 6, If ta:O and rZl, then

77518/ V!/0,T, ,1,RAN/ = %b VL;_

where tends monotonically to zero as r-»00 and

77201 P = i;- ..V-—ZE = 0,08 and P:%-ﬁno,oe,

It seems a hard but resolvable problem to estimate the or-—

+ P 1

W

der of expression in Coffman?’s theorem, as a function of p,
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