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1. Introduction

The main parameter of computers used for scientific research and
other areas is the speed given as the number of executed operations
in a time unit. Since the speed is limited by the slowest element of proces-
sing chain (peripheries, memory, central processor), therefore the paraJle-
lisation is a useful idea to increase the power.

From the point of view of hardware realisation one of the possibilities
is to construct multiprocessor systems. For instance computer system
SYMBOL contains 8 processors of different purposes, and the realised
quadrant of ILLIAC- IV consists of 64 processors for identical purpose.

An other idea is realised in the computers BESM-6 and CDC-
7600. Core memory of BESM-6 consists of 8 modules (each module has
4096 words and the word's length is 48 bit, memory cycle time for every
module is 2 flS) aJlowing access to 1-1 word in every module in the same
time. The physicaJly consecutive adresses falI under different (cyclicalIy
neighbouring) modules [I J.

In their papers HELLERMAN[2], VULIHMAN[3], BURNETTand COFF-
MAN[4] proposed a lot of mathematical models for the functioning of
computers with interleaved memory system, and determined thé speed
approximately by analytical method and by simulation too. .

The aim of our paper is to continue these investigations by impro-
ving the known speed estimates for a special mathematical model in case
of the request sequence distributed uniformly. .

2. The formulation of problem

We shalI consider the folIowing scheme of computers with interleaved
memory system due to VULIHMAN[3], which represents a generalization
of HELLERMAN'Smodel [2].
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Fig. 1. Schemeof computerwith interleavedmemorysystem

The sequence of requests w =~. to the moduls Ml> M2, . . . ,
MN is produced by central unit (CU). The number of elem ents in w is
calIed the length of w and it is denoted by [wi. The time between the ori-
gins of consecutive requests is denoted by teu (teu '2:0). Every request turns
to own module (to one of Ml>M2, . . ., MN) and reserves it for a time TM
(TM'2:teu, TM>0). For the simplicity we choose TM to be the unit of time,
and put

f = feu .
TM

This time other request cannot return to the same module. For the sim-
pJicity let Mi = l (i = 1, 2, . . . , N). If the next request in the sequence
finds his own module busy then CU waits while this module will free, and
this time CU's functioning is interrupted.

By the work AHO'S DENNING'Sand ULLMAN'S[5] we introduce
the folIowingnotions. The processing cost C (N, f, w) of w is defined as the
processing time of w. The set of alI possible w of length k (k = 1,2, . . .)
is denoted by Vk. Suppose that wEVk is a random variable with the
distribution Prdw). The average processing cost of one request for alI w
in Vk by definition is

(2.1) C(N, f, k, Pr) = ~ 2; Prk(w):C(N,t, w).
. k wE Vk

We call w to be homogeneous if <Xl= <X2 = ... = <Xlwland to be
cycIical if <Xt+l= iXt+1 (modN) (t= 1,2, ..., Iwl-I). We call Pr=
= {Pr~(w),Pr2(w), ...} to be homogeneous, if Prk(w) = O for alI non-
honlOgeneousw and to be cycIical, if Pr (w) = Ofor alInoncyJical w. Accord-
ing to these we use the notation HOM and CVCL for these special proba-
biJity distributions.

For fixed N, t and Pr the speed of interleaved memory is defined as

(2.2) V(N, f, Pr) = lim inf 1 .
k~~ C(N,t, k, Pr)

1t is easy to see that this limit inferior always exists and the folIowing
assertions hold:
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a) for every N, f, Pr we have

(2.3) 1 = V(N, f, HOM) :5 V(N, f, Pr) :5 V(N, f, CYCL) = min (N,+J.

b) If f'>f", then \
(2.4) V(N, f',~ V(N, f", Pr).

c) If N' >N", then

(2.5) V(N', f, Pr) ~ V(N", f, Pr).

A lot of program behaviour models (Pr's) was investigated and publi-
shed. One of the first models is proposed by L. A. BELADY[5] and was
called RAN (random).

In this model it is supposed that the request al' az, . . . are indepen-
dent random variables and distributed uniformly, i. e.

(2.6) P{ai=j}=~ (i>O, j= 1, ...,N).N

In this case we have for every wE Vk (k = 1,2, . . .)

(2.7)
1

RAN(w) = Nk .

In his book HELLERMAN[2] proved, that

(2.8)
N kZ(N - 1)!

V(N, O,RAN) = k-?l Nk(N - k)!
and asserted that

(2.9) 0,96. NO,56 :5 V(N, O, RAN) :5 1,04. NO,56, 1:5 N :5 45.

In his paper [3] V. E. VULIHMAN proved that
N

(2.10) ViN,°, RAN) ~ ~: [NI -N(N - lj[tN-' e' dl] + I.

Neglecting the integral and by using the Stirling-formula he deduced that
1

,/- !?N
(2.11) V(N, O, RAN) <: y2nN.e - + 1.

Recently L. N. KOROLEVpublished in his book [1] the inequality

(2. 12) V(N, O. RAN) :5 V2nN

and in [7] it was proved that
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(2.13) V(N, O,RAN ) -< V2:n:N I~N- e
2 .
~

No we prove that (2.13) is very sharp.

3. The estimates of speed

For the brevity let V(N) = V(N, O,RAN).
THEOREM. For every integer N 2: 1 the inequality

(3.1)
I V(N) - V :n:~ ] -< 1

holds.

We use the following lemmas.

LEMMA1. For everyN 2: 1
NI N-l Nk

V (N) = =-- L: ~.
NN k=O li!

LEMMA2. For every N 2: 1wehave

N-l Nk 1 l\"
(3.3) L: - -< -e o.

k = o k! 2

(3.2)

LEMMA3. For every N 2: 1wehave
N Nk 1

(3.4) Y. - >- - eN .
::0 k! 2

4. Proof of Lemmasand Theorem

PROOFOFLEMMA1. Using partial integnition to evaluate the integ-
ral in (2.10) after some arithmetical operations we shall become (3.2).

We remark that this lemma represents a special case of formula (3)
in [4]. o

o Nk
PROOF OF LEMMA2. Let ak = -. We shall show that

k!

1.

(4.1)
N-l 2N-l

2: ak -< L: ak,
k = o k=N

whence by observing that
~

eN = L: ak,
k=O

'"
I

the assertion immediately follows.
It is obvious that aN-l = aN, By an easy calculation we get
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aN+!< = N2k. (k i 2 N ~1)

aN-/C-1 (N2- P)(N2_22)... (N2-k2) \~" ..., .'
whence aN+!<>- aN-k-1 (k = 1,2, . . ., N - 1), and after summatlOn we
have the inequality (4.1).

PROOF OF LEMMA 3. By partial integration it is easy to show that

~ P: = ep[ I-PP~l fl xpe-pxdx

]
(p = 1,2,.. .).

k=O k. p. o

Let the integral denoted by H(p) and use the substitution y = 1- h in it:

(4.2)

(4.3)

1 1

H(P) = !ype-PYdy = e-P !(l-h)pehPdh.
o o

For O:;; h <: 1 the inequalities

(1--h)eh = eh+ln(l-h) = exp(-[ ~2 + h; +...]):;; exp(- ~)
(4.4)
hold. Hence we get

(4.5)

1

H(p) :;; eP f exp ( - :2 p) dh.
o

After the substitution s = ~ P
2

P
2

e-P

f
e-P

f
'

H(p) :;; ---==- exp (- s) S-1/2 ds <:- exp ( - s) S-1,2 ds =
Y2p Y2po o

e-P e-P -
(4.6) = ,/- r(O,5) = ,/- Yn.

r 2p r2p

Thenby (4.2), (4.6) and the StirIing's formula we get

(4.7) ~~ ~ eP
(

1 - 1
)

(0 >- O)
/c=O k! 2e<9p/12p P ,

and so (3.4) holds for every natural number.

PROOF OFTHEOREM.From (3.2) and (3.3) by the StirIing's formula
we have

V(N) <: ~ N = Y~ (-JN/12N <:
V

nN
1

2NN e 2 e 2 + .
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SimiIarly, from (3.2) and (304) we have

N!

(

N Nk NN

J

N!eN
V(N) = - 1: --- :> -- 1 =

NN k=O kt Nt 2NN

- ffN e {12N 1 V
;N

1- - e N -:> -- -
22'

whence (3.1) immediately foIIows.

,

5. Summary

In this paper we investigated the speed of computers with inter-
leaved memory. We have a general definition of speed, and a lower and
upper estimates of speed with alittie difference for the Vulihman's model
in the case of random request distribution.

We u'sed a simple direct proof. We remark that using a result due
to G. SZEGO[8] we can prove the foIIowingassertion:

V
nN 1

V(N) = 2 -3+TN,(5.1)

where íN tends monotonicaIIy to zero, and

4 n II ,r
íl = --- ~ 0,08 and í2 = --- fn::::: 0,06.

326

.J,

(5.2)
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